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Abstract
Keywords: satellite. navigation, user, augmentation, corrections.

This paper presents a concept for a Russian space-based wide-area functional augmentation of global navigation
satellite systems (GNSS). This augmentation was given the name of Informational and Navigational Functional
Augmentation (INFA). In contrast to WAAS and EGNOS systems using for relay satellites SC in GEO, the space segment of
INFA consists of SC based on Yamal bus flving in High Elliptical Orbits (HEO) of Tundra tvpe. The paper provides a
rationale for the desirability of creating INFA for Russia, with its large area and northerly location.

Introduction

There are plans for the near future (2008-2011) to introduee in Russia a Positioning and Time Support (PTS)
system based on the use of global navigation satellite systcm GLONASS (as well as GNSS GPS, GALILEO), 10
provide control to all kinds of mobile objects.

The key elements of the PTS system arc: navigation satellites (NS), uscr equipment (UE). functional
augmentations to GNSS (FA), monitoring and control eenters, communieations lines.

The task of integrated optimization of the following problcms must be addressed: providing the maxtmum
achievable positioning aceuracy to the PTS system uscrs, eontinuity and reliability of positioning, including
uscrs located in difficult environments (cities, mountains, etc.), providing communications to traffic control,
servieing and other kinds of ecnters: minimization of total costs.

In the interests of accomplishing this task. this paper proposcs a eoneept for Russian wide-area funetional
augmentation. Informational and Navigational Functional Augmentation (INFA), the space segment of which
consists of satellites in HEO.

It shows the architeeture of INFA and funetions of its elements. possible options for satellite constellations of
SC in HEO. orbital paramcters for these SC.

It demonstrates the advantages of SC in HEO as eompared to relay satellitcs in GEO.

It providcs performanee data for HEO satellite that is being designed at RSC Energia to be used as a space
eomponent of INFA
INFA effeetiveness analysis has been eompleted.

1. INFA architecture and functions of its elements
Major INFA elements are: Navigation Data Proeessing and Generation Center or Navigation Center (NC); a

network of Monttoring and Correction Stations (MCS) equipped with multi-ehannel GLONASS/GPS/GALILEO
reeeiving hardware; HEO satellitc constellation: Satellite Communteations Ground Stations (SC GS); Central

* Full member of RAS. chief designer.

" Corresponding member of RAS, first deputy chief designer.

" Full member of RAS. honorary member of the Academy of Navigation and Motion Control, chief scientific adviser.
" Senior scientist

""" Leading engineer.

Ph.D, first deputy leader.

Head of department.
’ Doctor of sciences, leading scientist.
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Station, which is a system that includes JEO SC mission control center, Monitoring and Control System Ground
Station, transmitting station based on GLONASS SC transmitter, etc.

MSC continuously receive radio signals from navigation satellites. All the received data are transmitted to
NC via SC in HEO (other communications channels may also be involved). NC generates: data on the integrity
of NS that are being controlled; current corrections to the ephemeris and time data stored on-board navigation
satellites; ephemeris and time data for SC in HEO.

The generated data array is distributed throughout the entire coverage area of HEO SC via transmitting
station and HEO SC which serves as a relay for these data.

Transmitting station also generates a navigation signal similar to GLONASS SC signal which is also
distributed via HEO SC over its entire coverage area. This signal is also received by an MCS located near
transmitting station. The processing of this signal together with the signal generated by the transmitting station
allows to factor in the time it takes for the radio signal to travel between the transmitting station and HEO SC
with high degree of accuracy. Thus, the HEO SC becomes a conventional navigation satellite. It goes without
saying that an accurate geodetic fixation of the transmitting station and the MCS will be required.

The number of MCSs is an issue which needs to be determined. There are plans to use both specialized
MCSs, and Monitoring and Correction Stations for local augmentations.

Top-level INFA architecture is shown in Fig.1.

SC in HEO

o G 4 /

Y2, e .
‘:‘/{/ \b\‘g\ Fig.1. Top-level architecture of the
@ Information and Navigation Functional
a4 Sm e i st ot om0 Augmentation
SCGS MCS MCS SCGS

NC has the following additional functions: continuous monitoring and periodic certification of navigation
fields over Russia and adjoining territories; it is possible to integrate INFA with other wide-area augmentations.

Additional functions of SC in HEO are: transmission of digital data on the location and status of objects that
are the users of the navigational data to monitoring and control centers; transmission of command data in the
opposite direction.

2. Parameters of the satellite constellation in high elliptical orbits

The orbital constellation of relay satellites is to be built on the basis of Yamal SC flying in HEO with the
following parameters:

period T~24h,

apogee altitude H_, ~47-50 thou. km,
perigee altitude H_ ~ 25-22 thou. km,
inclination 1~63°

argument of perigee . ~270°

The advantages of these orbits are: high perigee altitude, which allows the SC to fly above radiation belts;
large coverage area with the minimal number of satellites in the constellation; less propellant required to put the
SC in such an orbit as compared with putting SC in GEO.

There are several options for HEO constellation: a constellation which consists of 3, 4 SC flying over the
same ground track; a constellation consisting of 4 SC flying over two different ground tracks.

Fig. 2-4 shows these constellation options, their respective orbital parameters, (H; - apogee altitude, U
perigee altitude), SC ground tracks, active SC change latitudes (er‘g), one-moment critical coverage areas. It is
assumed that, taking into account external obstacles (urban environments, mountains), navigation and

10



communications services must be provided to the user at mask angle y of up to 25°. It can be seen that such

constellations provide a 100% coverage of the Russian territory at y=25°.

Fig.5 shows similar coverage areas for two SC in GEO. They demonstrate that it would be disadvantageous

to use such SC for a Russian wide-area functional augmentation.

..
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Fig.2 Satellite Constellation in HEO consisting of three SC flying over the same ground track
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Fig.5 Coverage areas of two SC in GEO (y=25°).

3. Properties of the SC based on Yamal bus and used as a space component of the INFA

Fig.6 provides key performance data on a high-apogee SC (Tundra-type orbit) based on Yamal bus, which is
being designed in RSC Energia as a radio broadcast and communications satellite, and which can be used as a
space component of INFA.

Fig.7 shows the architecture of the on-board radio system of that SC.

The functions of this SC on-board radio system are: radio broadcasts in L-band. mobile communications in
Ku-band on the CIS territory, mobile communications in Ku-band in the area of northern air-routes,
implementation of INFA functions.

Energy and mass resources of the on-board radio system spent on the implementation of the INFA functions
does not exceed 10-15% of the total on-board radio system resources.



Q Mass 1600 kg

Q Mass of the Applications Payload 450 kg
Q Power required for the Applications Payload 5.5 kW
Q Transponder bands C.Ku, L
. O Stabilization in three axes
. A = Q Life in orbit 12 years and more
. (I -
Q Can be put into a high elliptical orbit using Soyuz LV with
Fregat upper stage
Fig.6 SC based on Yamal bus in HEO
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Fig.7 Block-diagram of the SC on-board RF system

4. INFA efficiency evaluation

One of the most important functions of INFA is to accumulate at NC all the navigation data from MCS, and,
based on its processing, to provide real-time monitoring of GNSS GLONASS, GPS, GALILEO navigation field
parameters. It is expected that providing the data from such monitoring to all interested parties, will allow to
reduce work load at monitoring centers at the level of specific regions and industries.
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Introduction of INFA will also allow integration with other wide-area augmentations (WAAS, EGNOS).

The next important function of INFA is to provide communications services between PTS system users and
centers for controlling mobile objects via HEO SC. This task is important for Russia because of its large territory
and underdeveloped infrastructure of ground communications lines.

And finally, INFA functions include improving navigation accuracy for PTS system users.

Let us review this problem in more detail.

We shall proceed from the following assumptions.

No later than 2008, NSs of the GLONASS, GPS, GALILEO systems will be transmitting navigation signals
on two (three) frequencies available to all the users. The user will have multi-channel (12 channels and more)
equipment capable of receiving signals from GLONASS, GPS, GALILEO, as well as signals relayed via HEO
SC. It is assumed that the design performance data of the upgraded GLONASS and GPS systems, as well as of
the new GALILEO GNSS will be achieved.

Expected navigation accuracy of the upgraded GLONASS GNSS (GLONASS K). GPS (GPS III) and
GALILEO system, as well as GLONASS K GNSS plus INFA are given in Table 1.

For the purposes of comparison, the Table also lists accuracy data for the previous phases of GLONASS and
GPS GNSS (one- and two-frequency signal options).

Table | lists major sources of errors in pseudo range measurements, total pseudo range errors, horizontal and
vertical errors in one-moment positioning (15) in meters. Positioning errors were determined as a result of using
the method of geometric dilution of precision at mask angles y=5+10°.

Table 1
GLONASS GPS
Pseudo range EL(?ESA[S“S GLONASS
error sources . ; ¢ K +INFA
GLONASS GLONASS GPS GPS 11 GPS 11 GALILEO
M RM F
Positioning
Anch Tt 9.2 26:3.4 23 23 125 | 06508 0.2:0.4
Support of
NS
lonosphere 10 - 7 = g = e
Troposphere 0.2+2.5 0.2+2.5 0.2+2.5 0.2+2.5 0.2:2.5 0.2+2.5 0.1+0.5
Hardware
errors and 52 4 1.6 251 2.1 0.57+2.3 0.1:2.0
multi-paths
Tufl psauds 14.7 4858 7.5 3:39 [ 25:35| 0935 0.25:2.1
range error
Horizontal
positioning 22.0 7.2+8.7 11.2 4.5+5.8 3.7+5.2 1.4+5.2 0.4+3.2
error
Vertical
positioning 29.5 9.6+11.6 15.0 6+7.8 5.0+7.0 1.8+7.0 0.5-4.2
error

The above data demonstrate that one can expect a significant effect from introduction of INFA,

In order to achieve this, in our opinion, one must purposefully carry out a large amount of work on
procedures and experiments.

One must solve the problems of improving models of NS motion and operating conditions of mobile objects
using navigation information, models of slowly and quickly changing errors in navigation parameter



measurements. eontents of the information transmitted from MCS to NC and from NC to the users. optimization
of algorithms for the measured data preproeessing. evaluation algorithms in NC and user hardware.

One neeessary eondition is coordination of ealculation methods between NC and user equipment. which
must support INFA operation in a way similar to a local FA in case where a navigation data user is located near
one of MCSs.

It is assumed that the user equipment will simultaneously proeess radio signals from all visible NSs or from
a maximum number of them (taking into aceount constraints on the number of user equipment ehannels). From
this standpoint, the optimal option is to use the total navigation field ereated by GNSS GLONASS. GPS.
GALILEO.

The wide spread of navigation aeeuraey estimates in the last two eolumns of Table | is eaused. firstly, by
different levels of external interferenee (troposphere. multipath). secondly, by our eurrent lack of knowledge.

Also done was a preliminary effieicney analysis of ineluding HEO SC into the Russian GNSS as additional
navigation satellites. Compared were a eomplete (24 SC) and an ineomplete GLONASS systems. and extended
systems (eomplete or ineomplete GLONASS systems plus one or two aetive HEO SC).

The analyses were performed in aeceordance with the following proeedure.

First. aecessibility areas were ealeulated at N = 4, 6 for all the navigation system options under review in the
ease of mask angles y=5°-20°.

Where N is the number of satellites simultaneously observed by the user.

Then, for various locations on the Russian territory, the horizontal (HDOP) and vertical (VDOP) geometric
dilutions of precision were calculated as funetions of time. Geometric dilutions of precision were taken as
criteria for the navigation data user positioning accuracy.

The following preliminary results were obtained:

1. Adding one or two HEO navigation satellites to the complete GLONASS constellation on the average
improves the positioning aeeuracy on the Russina territory by 10+20% and 15+30% for y = 5° and y = 20°.
respeetively.

2. A system of 18 GLONASS SC and two aetive HEO SC is roughly equivalent to a complete GLONASS
system of 24 SC. In ease one GLONASS SC fails. additional HEO navigation satellites will allow to preserve
high charaeteristies of the Russian navigation field over Russia.

As aresult, the effeet of introducing INFA and HEO SC based on Yamal bus ean be summarized as follows:

- a eentralized monitoring of all navigation fields over Russia is provided. thus allowing to reduce the
amount of work in departmental and regional monitoring and eontrol centers;

- acapability for integration with wide-area FA of other eountries is provided:

- mobile objects navigation accuracy is significantly increased, which, in our opinion, will allow 10 forgo
the deployment of regional FAs and to reduee the number of loeal FAs in Russia:

- HEO SC as a navigation satellite will improve the aceuraey and reliability of the Russian GNSS:

- SCbased on Yamal bus will provide additional eommunications and traffic control serviees:

- costs of the additional HEO SC payload that supports INFA operation are eomparatively low

Conclusion

It is expected that the implementation of the INFA eoneept will clear the way for creation of a common
navigation field over Russia, which will support mobile objeet positioning accuracy of | to several meters. this
objeetive ean be achieved by both the use of the common navigation field created by GLONAS. GPS. GALILEO
systems. and by means of only the Russian GNSS

Implementation of INFA will solve the problems of centralized monitoring of navigation ficlds over Russia
and of integration with wide-area funetional augmentations of other countries.

Radio broadeast and eommunications satellite based on Yamal bus that is currently under development at
RSC Energia fits nicely into the INFA concept.
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GNSS FUNCTION IN NAVIGATION AND CONTROL SYSTEMS:TRENDS OF IMOPROVEMENT
AND DEVELOPMENT

I.K. Konarzhevsky, S.B. Pisarev, B.V. Shebshaevich

The russian institute of radionavigation and time, St. Petersburg, Russia

The outstanding performances of the Global Navigation Satellitc Systems /GNSS/ demonstrated and
approved by GPS and GLONASS during about 20 years clearly defined GNSS function as an integral part of the
most navigation and control systems all over the world.

Accuracy on the global basis was the initial object of interest nevertheless availability and integrity of GNSS
function becamc the main objects of critical studies, dcvelopment and improvement soon.

GNSS function availability, as probability of PVT (Position, Velocity, Time) determination everywhere and
every time it is necessary, depends on the current status of space and ground control segments and user
equipment segment as well. The GPS Block II R satellites now, GLONASS-M for the nearest future, GALILEO
for the future can provide more than 99,99 % availability. Actually GNSS function availability is strongly
influenced by user equipment capabilities and quality in changing environment and operational conditions such
as:

. signal shadowing /low power signal/;

Signal reception in standard conditions implies free path signal propagation from satellite transmitter to
users receiver. Actually, various shadowing for example foliage or constructions and buildings in urban
conditions reduce signal power level and make difficult signal reception and processing. In addition only some
signals may be shadowed while others are of standard power level. That means that dynamic signal power range
may exceed the standard automatic gain control range of the users equipment or cross correlation products may
mask the auto correlation products and bring to fault signal acquisition.

J multipath signal propagation /multipath effect/;

Signal reflections from various natural objects and construction elements result in the situation when the
signal at antenna comprises the superposition of direct path signal and multiple reflected signals (multipath
effect). The discriminator of code locked loop becomes then distorted and introduces significant crrors into
pseudorange measurements and correspondingly to position and time determination.

. intentional and non intentional electromagnetic intcrference/EMI/
and signal jamming;

Intentional and non intcntional EMI is a rcal problem especially now when satellite and mobile
telecommunication standards are compcting with GNSS for frequency- band and special aids for radio
counteraction against GNSS signals have already demonstrated jamming efficiency in various local conflicts.
The GNSS improvement in particular implies the transmitted signal power increase but still the user equipment
is the final border of protection against EMI.

J high dynamics;
Correctly designed GNSS signal phase locked loops and code locked loops can bear highest dynamics

coming out of reasonable applications, with corresponding losscs in noisc protection indicators due to locked
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loops bandwidth expansion. Nevertheless. spatial rotations raise one more prohtem, namely, the iterruptions m
signat continuous reception in the rotation phase when the satellite 1s out of radio vision from users antenna.
° short term missions bringing strict limitation to the time to first PVT fix.

Standard first PVT fix procedures are finite in tume. Nevertheless some applications are even shorter n time.
Special first PVT fix procedures with reduced time are necessary to use GNSS function in short time missions.

The presence of these factors or their combination can ruin the GNSS function availability never the less the
GNSS signals are available. The counter — measures comprise. a set of hardware and soft ware advanced
techmques discussed in the present report.

In particular:

o tow power signal processing techniques:

o multipath effect reduction techniques:

o signal spatial and frequency selection techniques:

. redundant and external measurements (long range navigation based on LORAN-C/CHAYKA

low frequency radionavigation systems. inertial navigation) processing techniques;
. signal processing technique under high dynamics conditions including spatial rotation;
o fast signal acquisition and reacquisition techniques.

Integrity as the ability of a system to provide timely warnings to the user when the system should not be
used is the main system performance characterizing output data reliability.

GNSS integrity monitoring carried out hy ground control segment does not meet the strictest requirements.
The additional failure detection and exclusion capabilities rely on corresponding user equipment internal and
external data processing techniques.

The internal data processing techniques well known as Receiver Autonomous Integrity Monitoring (RAIM)
15 based on redundant GNSS measurements processing. Depending on the number of redundant measurements
RAIM enables to detect and exclude the faulty measurements that are inconsistent to the measurement majority.
The consistency checks based on the history of measurements and on the instantaneous processing of the
redundant number of satellite signals are discussed m the present report.

External data processing techniques is based on an independent GNSS monitor network and space-hased
and ground-based transmitters for integrnty information broadcasting such as:

. Wide Arca Augmentation System (WAAS)
. European Geostationary Navigation Overlay System (EGNOS)
. LORAN-C/CHAYKA network
° Marine Radiobeacon network
These augmentations to the GNSS function are also discussed in the present report.
Internal and external data processing techmques in comhination with inertial navigation teads to a correct

integrity problem solution in applications with the strictest requirements for integrity level.
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Abstract

Key words: GPS. navigation, satellite, sounding rocket

This paper describes the development of a GPS based navigation system for the use on highly dynamical platforms,
comprising sounding rockets, re-entry velicles and low earth orbit satellites. The tracking system comprises the GPS
receiver itself as well as a mission specific antenna system. So far, the system has successfully been tested during several
sounding rocket campaigns and on a small radio amateur satellite. In the near future the first flight onboard a re-entry
capsule will be performed. For all three mission types a brief introduction to the employed system is provided. Besides this, a
performance valuation based on actual flight resudis is presented where available.

Introduction

GPS based tracking systems for all kind of vehicles have become increasingly important over the recent
years. Even though a major effort has been put into the development of GPS systems for mass market
applications, there is still a strong demand for receiver for high dynamic platforms. While a large number of GPS
systems for ground based and civilian acronautic applications can nowadays be purchased at low prices all over
the world. commercial-off-the-shelf systems for highly dynamical environment are still rare and costly. Nearly
all of these systems are produced in the US and access to those systems is limited due to rigorous export
limitations resulting at least in unacceptably long delivery times.

Motivated by these restrictions and the need for GPS based tracking systems within DLR internal projects,
the development of an independent GPS system for high dynamics applications has been initiated. A first goal of
the project was to build up a receiver system for the use on sounding rockets [1]. The Mobile Rocket Base
(MORABA) of DLR’s German Space Operation Centre plans, prepares and carries out sounding rocket missions
and balloon campaigns in the whole world. Traditionally tracking services for those vehicles are provided
utilizing bulky and costly C-band radar equipment. As an alternative, a GPS based tracking system can help to
minimize expenses and the maintenance requirements. In 2001, such a system has successfully been flown
onboard three sounding rockets (TestMaxus-4, Maxus-4 and Texus-39) launched from Kiruna, Sweden. The
results obtained from these flights are presented and discussed to demonstrate the actual receiver performance.

Aside from the use on sounding rockets, a nearly identical system will be flown on an experimenial re-entry
vehicle IRDT-2 in 2002. The mission serves for the conceptual validation of a download system that has been
developed by German and Russian space industry as an alternative for returning small payloads from the
International Space Station. The Orion GPS navigation system has been supplemented by a dedicated data
handling unit for this mission. Due to differing mission requirements in comparison with the sounding rocket
campaigns, a software adaptation to the new constraints became necessary. Aside from a short mission and
system description, the results of various signal simulator tests, performed to assess the receivers tracking
performance during all mission phases, will be presented.

Aside from ballistic flight trajectories the GPS tracking system can likewise support the navigation of
satellites in low Earth orbit. As part of a demonstration project a taylored Orion system has been made available
to the US Naval Academy (USNA) for the flight onboard the Pcsat radio amateur satellite. Several additional
working payload has been activated and started providing highly accurate navigation data. The paper provides a
short system overview as well as an analysis of the so far received tracking data. steps had to be carried out to
adapt the hardware to the satellite’s environment. PCsat has successfully been launched on 30 September 2001
from Kodiak Island, Alaska. One month after the launch the GPS receiver.

1. Receiver System

Despite obvious differences in the characteristics of the various space applications demanding a GPS
tracking system, all missions described in the following share the common problem of host vehicle dynamics
and environmental conditions. This suggests the development of a single GPS platform supporting a wide range
of different mission types. Traditional GPS systems are mainly designed for usage near the Earth’s surface and
onboard of relatively slow host vehicles. Furthermore. in accordance to the regulations of the US department of



defcnee (DoD), all GPS reeeiver built for export purposes must have height and velocity limits implemented,
disabling the computation of a navigation solution above these limits. Henee. almost all available eommercial
systems are unsuitable for use onboard sub-orbital and space vehieles. Moreover, signal simulator tests with
various GPS receiver showed big problems in aequiring new satellites at high velocity, even if continuous
tracking at high velocities is possible.

The Mitel Orion reeeiver has been selected as base for the development of a GPS based tracking system for
space applications, since on the onc hand the availability of detailed design information allowed a fast
manufaeturing of the required hardware platform in the DLR workshop. On the other hand, a development kit [2]
could earlier be obtained from Mitel. The kit included the source code for a simple ground based application,
resulting in an essential simplification of the development of a firmware version cnsuring accurate and reliable
tracking under a highly dynamical environment. Thc GPS Orion receiver (Fig. 1) makes use of the GP2000 (3]
ehipset, which comprises a GP2015 RF down-converter, a DW9255 SAW filter, a GP2021 eorrelator and a 32-
bit ARM-60B mieroprocessor. Using a single active antenna and RF front-end, the reeeiver supports C/A code
tracking of up to 12 channels on thc L1 frequency. The main receiver board is supplemented by an interface
board, which comprises a power regulator, a backup battery for real-time clock operation and memory retention
as well as a TTL-t0-RS232 serial interface converter.

RF Down- " _L Code/Phase Navigation | y
converter i Measurement Solution f-

OLUFLL

Tracking Module (12x)

]
Froquency | |\DoDPler S VIR lg .o st

Scan Prediction (
i
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Fig. 1. Orion GPS uni1 for the Maxus-4 mission Fig. 2. Doppler and visibility prediction for code and frequency

tracking on highly dynamical host vehicles. An open-loop prediction
based on the nominal flight path (bold line) replaces the cold siart
frequency search and the feed back of the receiver’s navigation
solution (dashed line)

Numerous modifieations have been applied to the standard receiver software in order to adapt the system to
the requirements of a use in a spaee mission. Above all, a pronouneed improvement of the aequisition capability
under high dynamics could be achieved by implementing a novel position-velocity-aiding algorithm, making use
of a piece-wise polynomial approximation of the nominal flight path in Cartesian WGS84 eoordinates [4). To
minimize the computational workload of the ARM processor, second-order polynomials in position have becn
seleeted, which provide a first-order approximation of the sounding rocket velocity.

Up to 15 polynomials ean be eonfigured and stored via a suitably modified eommand interface, whieh is
sufficient to provide a position accuracy of about 2 km and a velocity accuracy of roughly 100 m/s. Based on the
polynomial approximation of the nominal trajectory, the reference position and velocity of a sounding rocket or a
re-entry vehiele in the WGS84 reference frame are eomputed onee per second. The result is then used to obtain
the line-of-sight velocity and Doppler frequeney shift for each visible satellite, which in turn serve as initial
values for the stecring of the delay and frequency locked loops (Fig. 2). The position-velocity aiding thus assists
the reeeiver in a fast aequisition or re-acquisition of the GPS signals and ensures near-continuous tracking
throughout the all flight phases.

For satellite applieations, the above deseribed piece-wise approximation is replaced by an SGP4 analytieal
orbit model for the prediction of the receiver’s coarse position and veloeity required for the prediction of visible
satellites and the steering of the Doppler seareh [5]. The model is fed by standard two line elements that are for
most satellites routinely generated by NORAD and distributed for public use. At the orbiting altitude of LEO
satellite, updates of the twoline elements need to be commanded at intervals of about one to two weeks, which
provides an only minor effort for the ground operations.

Further modifieations eomprise correetions to software limits for altitude and velocity, an extension of the
Doppler computation to properly account for the reeeiver veloeity and a replacement for the kinematie position
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and velocity determination. By default the least-squares estimation of the host vehicles state vector is carried out
in spherical coordinates to support the implementation of an altitude hold-mode in case of lacking GPS satellite
visibility. Since the frame rotation of the co-moving North-East-Up system is not properly accounted for in the
original firmware, the velocity estimation exhibits a severe degradation in case of fast moving host vehicles. This
is particularly notable for near-polar trajectories and high ground velocities. As a remedy, a traditional, Cartesian
formulation has been implemented, which does not support fixed-altitude operation but provides accurate
navigation solutions (WGS84 position and velocity) even for ballistic trajectories and orbiting spacecraft.

Besides, several hardware modifications have been performed, mainly concerning the interface module, to
adapt the system to the particular requirements of each envisaged mission. A short description of these mission
specific modifications can be found in the following chapters. Likewise, specific antenna concept has been
developed for each application. Since the antenna has to be considered as the “eye” of the GPS sensor, the
importance of the antenna subsystem as an integral part of each GPS unit and therewith the influence on the
performance of the entire system may not be neglected. In particular notable effort has been put into the design
of a sophisticated antenna concept for sounding rocket missions. A brief introduction to the various, mission
specific antenna systems is provided within each corresponding chapters.

2. Sounding Rockets

The first assessment of the modified GPS Orion system in a real mission has been performed during three
sounding rocket flights, conducted in 2001. All missions have been carried out from the European rocket range
Esrange near Kiruna, Sweden. The qualification flights were performed on an Improved Orion rocket (Test
Maxus-4 campaign [6]), a Castor-4B rocket (Maxus-4), and a dual stage Goldfinch/Raven rocket (Texus-39)).
The results obtained throughout the three flights convincingly demonstrated the great benefit of the soft- and
hardware modifications applied to the Orion receiver regarding the tracking and acquisition capability under
high dynamic. In all missions the receiver kept lock throughout the entire flight except during outages caused by
an intentional switching of GPS antennas. Re-acquisition times after interrupts amounted to at most five seconds.
The number of tracked GPS satellites was sufficient for a stable and continuous determination of a 3-D
navigation solution. As a representative example for all test flights, the Test Maxus-4 mission will be presented
in more detail with a discussion of the achieved results.

2.1 Test Maxus-4 Campaign

The first flight valuation of the GPS Orion receiver was performed on 19 February 2001 during the test
flight of an Improved Orion rocket in Kiruna. The primary mission goal consisted in the validation of existing
range safety facilities (radar and one-way slant-range system) prior to the Maxus-4 campaign.

The Test Maxus-4 rocket was powered by a single stage Improved Orion motor (note: by accident the rocket
motor and the GPS receiver shared the same name). During the 24s boost phase, the rocket built up a spin rate
of 3.8 Hz along the longitudinal axis. Accordingly, the rocket maintained a constant and stable attitude with a
near zenith-facing tip. During the first 6s boost phase a maximum acceleration of 18g was reached, followed by
a sustenance phase of 1g and 5g. After burnout a maximum rate of climb of 1100 m/s and a speed over ground of
280 mv/s were measured. The rocket reached the apogee 2 minutes and 17 seconds after lift-off at an altitude of
81 km. Briefly thereafter the spin was removed by a yo-yo system and the top cone as well as the motor have
been separated (Fig. 3). The service and recovery module started a tumbling motion from about h=40 km
downwards. Between 25 and 15 km altitude the module decelerated to sub-sonic speed before parachute
deployment at h=5 km. The payload and nose cone landed at a distance of 60 km from the range and were finally
recovered by helicopter.

The Orion receiver was placed inside a DLRMORABA provided service module, which housed a data
handling unit and telemetry system. To support the different mission phases and to assess the suitability of
different antenna concepts, the rocket was equipped with the multi-antenna system illustrated in Fig. 4 [7]. A
helical antenna mounted in the tip of the rocket cone provides a near hemispherical coverage during the ascent
trajectory. After separation of the cone, an R/F switch connects the GPS receiver to a pair of antennas mounted
opposite to each other at the walls of the service module and combined via a power divider. This results in a near
omni-directional coverage and can thus be applied even in case of a tumbling motion of the module. Compared
to wrap-around antennas that are otherwise used for GPS tracking of launchers, a blade antenna system can be
manufactured at less than 10% of the overall system cost and does not require special milling of the sounding
rocket structure for mounting. Finally, a separate antenna was mounted on the arm of the launch pad and
connected to the receiver through a supplementary R/F switch prior to lift-off. Thus the receiver could be
properly initialized and acquire all visible GPS satellites prior to launch.

In addition to the ORION receiver, an Ashtech G12 HDMA receiver and a BAE (Canadian Marconi) Allstar
receiver, both connected to a wrap-around antenna, have been flown on the same rocket as part of an
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independent experiment provided by the Goddard Space Flight Center. This allowed an in-depth verification and
trade-off of different receiver and antenna concepts.
Analysis of the Orion GPS data recorded during the Test Maxus-4 campaign shows that the receiver and the
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antenna system worked well during the entire flight. The receiver has continuousiy been in 3D-navigation mode
from payload activation on the launch pad (20 minutes before lift off) to the time when DLR telemetry lost
contact near landing. Typically, the receiver had 10 to 11 GPS satellites in lock. Oniy during the first few
seconds of the boost phase and during the reentry into the atmosphere a loss of some satellites can be observed
(Fig. 5). Continuous tracking was even available near apogee, where short outages had to be expected due to the
antenna switching at this time. Likewise, the tracking behavior during atmospheric reentry was expected to be
critical due to the uncontrolled tumbling motion of the payload and the pronounced sensitivity gaps in the
antenna diagram described above. While the performed ground tests indicated a moderate robustness in case of
single axis rotation, the actual body motion and system performance during reentry could neither be simulated
nor tested on ground prior to the mission.
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Since GPS is usually more accurate than ground based radar tracking, its absolute accuracy is difficult to prove if
only one GPS receiver is flying on a sounding rocket. As mentioned above, in the case of the Test Maxus-4
flight three different and independent GPS receivers were providing data. This gave the unique chance to make a
detailed analysis of the accuracy of the obtained GPS solutions. Likewise it was a good opportunity to find out
the pro and cons of each individual sounding rocket tracking systems. The Ashtech G12 HDMA flown by NASA
in combination with a commercial wrap-around antenna can be considered as a reference in performance and
accuracy for the other systems, since from a technical point of view it is the most advanced and best evaluated
GPS receiver for the use on highly accelerated vehicles.
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Fig. 6. Difference between the Ashtech G12 and the Orion position solution.

The differences between the Ashtech G12 on-board computed single point solution and the unfiltered Orion
single point solution recorded during the TestMaxus-4 flight is illustrated in Fig. 6. In addition the r.m.s. values
for the total position difference are given in Table I, for the different flight phases.

Table 1 R.M.S. values for the difference between Ashtech G12
and Orion position solution

# Time / UTC R.M.S Remarks
From To {m]

1 6:00:00 6:01:59 0.9 Before lift-off

2 6:02:00 6:02:24 90.0Boost phase

3 6:02:27  6:05:52 1.5Free-flight phase

4 6:05:55 6:06:44 29.0Re-entry (h=39..14km)

5 6:07:00 6:09:19 3.4Descent (h=12..2km)

During the periods of good tracking the GPS solutions obtained from the two receivers match each other to
better than 6.5 meters, which is well in accord with the expected overall accuracy of a GPS tracking system. The
large perturbations after lift-off and during the re-entry phase can be attributed to frequency variations of the
reference oscillator as well as a temporary loss of satellites during the descent. Furthermore, deficiency the
receiver tracking loops has been identified, which contributes to the degradation of the obtained navigation
solution. A further verification flight with a modified receiver software and a better suited quartz oscillator is
planned for September, 2002.
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3. Re-entry Experiment

Under contract of ESA and the European Community the German Astrium GmbH 1s presently preparing the
second test flight (Inflatable Rentry and Descent Technology IRDT-2) for the demonstration of a novel reentry
technology making use of an inflatable acrobraking shield [8]. The project conducted jointly with the Babakin
Space Center, Moscow, aims at the development of a download system for the International Space Station,
which 1s able to return small payloads to the ground independent of the US Space Shuttle. IRDT makes use of
technologies originally developed within the Russian Mars program and differs from common recovery systems
for reentry capsules or sounding rockets. Instead of a parachute an inflatable heat shield is employed to
decelerate the capsule and land it safely on ground.

The launch has oniginally been scheduled for 2001 but had to be postponed to the year 2002 due to a failure
in the electronic of the sensor module found during the final check-out at the launch site in Severomorsk.
Presently, the IRDT-2 capsule is planned to be launched in the last week of May 2002 by a Volna rocket from a
Kalmar type submarine in the Baltic sea north of Murmansk and injected into a ballistic trajectory passing across
the arctic sea and northern Siberia (Fig. 7). Following deployment of the first shield, the capsule reaches the
rentry point at a 100 km altitude and a velocity of roughly 7 km/s. Here, a second shield is deployed which
introduces a steep descent of the capsule. The actual landing takes place on the Kamshatka peninsula within
25 mun after separation.

3 " VOLNA 1.5t stage separation

V,,.=7000m/s, 0, =-6,04+05°

Irflation of the 180 2-
VOLNA launch from i gt
the KALMAR type subrnanne

Fig. 7. IRDT-2 mission profife

As part of the IRDT-2 payload, a DLR/GSOC provided Orion GPS receiver system will be flown and the
resulting navigation data will complement other sensors and experiments in the post mission analysis [9]. Within
the IRDT flight unit, the main receiver board is supplemented by a tailor-made interface unit, which comprises
basic support functions (power regulator, backup battery and serial interface converters) as well as a dedicated
data handling system (Fig. 8). It provides a separate micro-controller and an EPROM memory, which are used to
store GPS navigation data during the flight of the IRDT-2 capsule for read-out after landing. The available
storage volume of 900 kByte is sufficient to hold 2 Hz samples of position and velocity as well as raw data
(pseudoranges, pseudorange rates) and status information at a reduced data rate. Thus a dynamical post mission
adjustment of the reentry trajectory is even possible in case of limited tracking conditions with less than 4
satellites in lock. The receiver and interface board measure 95 x 50 mm each and are stacked on top of each
other inside the housing shown in Fig. 9. The power consumption of the complete GPS unit amounts to roughly
3W. Even though the mission scenario resembles a sounding rocket flight at first sight, it involves a much higher
maximum speed and critical differences in the receiver initialization. In a sounding rocket campaign the receiver
is switched on several minutes prior to lift-off, which allows a proper initialization of the system at the launch
pad. In contrast to this, the activation of the GPS system onboard the re-entry capsule takes place shortly after



separation when the vehicle has reached its maximum speed. Furthermore, the exact taunch time and thus the
receiver boot time is not known in advance. Due to these facts, a slightly different initialization procedure had to
be implemented in the receiver software. Prior to the final integration the receiver will be briefly activated and
connected to an outside antenna.

This allows the receiver to synchronize itself to the current time and to receive a recent almanac of the GPS
constellation. Following the subsequent power-down the correlator’s internal real-time clock is kept alive by a
backup battery. Likewise, relevant auxiliary data like the almanac and the IRDT reference trajectory are stored in
a non-volatile part of the memory. Using the above information, the absolute time is available to the receiver at
start-up with an accuracy of a few seconds, which in turn allows the prediction of the GPS satellite constellation.
Likewise the time since boot (i.e. the time since separation) is available within the receiver, which 1s required to
read-out the nominal trajectory. In this way the receiver is both able to predict its approximate position and
velocity as well as the position and velocity of the GPS satellites. Using these data the channel allocation and the
Doppler offset for the signal acquisition are determined. This allows a full warm start of the receiver irrespective
of the actual launch date and time of the mission. Based on corresponding signal simulator tests, it is expected
that position, and velocity measurements are available within a minute after activation, provided that the
tumbling of the capsule after separation does not impose major restrictions to the GPS satellite visibility.

Using a GPS signal simulator, different hardware-in-the-loop simulations were carried out to validate the
receiver design and operations concept. The simulation scenario was configured to start at separation of the
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Fig. 8. Schemaiic view of the IRDT GPS sysiem. Fig. 9. IRDT-2 GPS flight unit.

IRDT capsule from the upper stage and continue up to the time of landing. In accord with the operations concept
described above, the IRDT GPS receiver had to be switched on simultaneously with the start of the simulator
and it had to be ensured that the time propagated by the battery buffered real-time clock matched the simulated
separation epoch.

An initial test that matched these requirements to within about a second provided an overall conceptual
verification of the receiver design and showed that the receiver is nominally able to perform a warm start under
the given conditions. Within 15 s, the receiver achieved frame lock for eight satellites but was still unable to
produce a navigation solution due to the lack of suitable broadcast ephemeris parameters. At 37 s after the boot,
3D navigation was obtained with 7 satellites in use. Since then the receiver provided uninterrupted tracking
troughout the free-flight phase and atmospheric reentry down to the landing point.

Additionally, an off-nominal test has been performed, simulating a complete loss of real-time clock and
non-volatile memory as a consequence of a battery failure. In addition an offset of roughly 11 s was introduced
between the simulator start and the receiver boot. As a result the receiver started with a default date (2000/07/30)
and an 80 km position offset, but was nevertheless able to acquire a first satellite after 23 s and adjust its clock to
the scenario time. Using the hardcoded almanac and reference trajectory, the receiver started searching for other
visible GPS satellites in highest elevation mode and achieved 3D navigation within about 2 minutes.
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4. Satellite Application

While space borne GP’S recervers can i general be considered as a well established tracking ool tor fow Earth
orbit (LEEO) satellites. therr use on miero- or nano-satellites poses multiple problems Irom a systems engineering
point of view. Representative examples mclude the mass budget, the lack of a sunable attitude stabihzation
antenna allocation problems. restricted comnumd and telemetry links as well as hmited onboard power
resources. The recent tlight of a DLR built GPS system onboard the PCsat Prototype Communications satellite
(Fig. 10) provides an illustrative example of GPS operations on a 25 kg class ol micro-satellites.

Fig. 10. The Prototype Communication Saiellite (PCSat)
built bv the US Naval Academy

The Prototype Communication satellite PCsat has been designed and built by midshipmen of the US Naval
Academy (USNA), Annapolis. It serves as a space borne extension of the terrestrial Amateur Radio Automatic
Position Reporting System (APRS), which allows the distribution of position/status reports and short messages
using handheld or mobile radios. PCsat is a cubic satellite ol 10™ (25 cm)size. Solar cells on five faces ol the
spacecraft provide a typical power of 7 W in full Sun, which is buffered in a set of 12 NiCd cells to allow
operations during eclipses (with minimum GPS receiver activities). The minimum power consumption amounts
to 3 W when sending only sale mode beacon messages, thus leaving a best case value of 4 W lor thermal control,
digipeating, and experiment operations. PCsat has been launched on an Athena | rocket on 30 September 2001
from Kodiak Island, Alaska. It orbits the Earth at an altitude of 800 km and an inclination of 67° with respect 10
the equator. US and European radio amateurs can access the satellite for up to six passes of 10-15 min each per
day.

Fig. 11 PCsat GPS Orion flight unit Fig. 12 Monopole antenna (A/4) tor
GPS reception

While the main purpose of PCsat consists in the relaying of APRS communication messages, it also carrics
an experimental Orion GPS receiver provided by DLR/GSOC (Iig. 11). Prior 1o the integration into the satellite,
the position-veloeity-aiding concept for LEO satelhtes has extensively been tested i a signal simulator
environment. These tests have demonstrated that the reeeiver is able to perform hot starts with a typical time to
first fix of better than 20s under adequate GPS visibility conditions. During the actual mission, where the output
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sampling interval was reduced to 30-60 s, the receiver was found to be back on track within 60 s after various
power cyclings due to temporary battery shortages. In case of extended off times that exceeded the validity of
broadcast ephemeris parameters stored in non-volatile memory, representative times-to-first fix of 3 minutes
were observed during the actual mission.

Compared to terrestrial or big LEO applications, the signal acquisition onboard PCsat is seriously hampered
by the use of a low gain antenna and the uncontrolled attitude of the spacecraft. Due to lacking surface area for
the accommodation of a standard antenna patch, a quarter-wavelength monopole mounted in the corner of the
cubic spacecraft structure is used instead (Fig. 12). It provides a roughly toroidal antenna diagram with a
sensitivity dip in the boresight direction, but allows tracking down to negative elevations with respect to the
antenna equator. Other than a patch or helical antenna, the monopole is linearly polarized and does not provide a
proper impedance matching. As a result of the sub-optimal antenna system, signal-to-noise ratios are, on
average, 4-5 dB less than observed otherwise with the same receiver.
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Fig. 13 Position residual plo1 (from single point code range solutions) for a 12 hour data arc
recorded in mid-January, 2002

A near continuous activation of the GPS receiver became possible in mid-January, when PCsat was in a full-
Sun orbit for about on week. NMEA type GPGGA position message as well as state vectors, raw measurements
(pseudorange and Doppler), and channel status data were collected by a worldwide net of radio amateurs. Batch
filtering of the GPS position data in a dynamical orbit determination system indicates an 3-D r.m.s. accuracy of
15 m (Fig. 13). This is slightly worse than observed in other missions but can be understood by the large fraction
of low (including negative) elevation pseudoranges that are affected by media effects (ionospheric path delay)
and tracking errors near signal acquisition.

5. Summary and Outlook

Starting from a prototype design of a terrestrial receiver, a GPS tracking system for high dynamics
applications has been developed. A preliminary qualification of the Orion GPS receiver has been performed in
vartous test flights onboard sounding rockets and a small low Earth satellite. A first flight on a re-entry capsule is
planned in the summer of 2002. Compared to commercial receivers, the in-house developments offers a notably
improved flexibility and a reduced time to mission. Aside from sounding rocket missions benefiting from a
robust tracking under high dynamics, the receiver is also well suited for small satellite missions in view of its
small size and power requirements. New applications under study include the onboard computation of the
expected impact point of a sounding rocket to improve range-safety operations at the launch site [10] and the
precision relative navigation of spacecraft in close proximity [11].
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Abstract
Key words: navigation, accuracy

The safety of navigation, hvdrographic survey and water engineering work requires constant accurate positioning of the
craft. The area of Zalew Szczecinski is covered by the radionavigational system located at the Dziwnow station.

In spring 2001 the transmitting aerial of the station was modernized to improve transmission conditions. In summer 2001
the levels of signal strength (SS) and the signal to noise ratio (S/N) were examined in order 10 evaluate the effectiveness of
the modernization.

The rescarch was carricd out in summer 2001 with the use of two Leica receivers:

- GPS MX 9400N receiver,

—  MX 52R corrections receiver.

The reception aerials of the two receivers were installcd at the elevation of 4 metres above the water level.
The CDU 5.10 program was used for rccording data, whilst the information was entcred through a port enabling
raw data logging. The research method was the same as applied during routine sounding, i.e. the vessel
proceeded along north-south and east-west profiles at 2.5 km intervals (Fig. 1).

Fig. 1. Tracks of the survey ship during
measurement

* Researchers of Maritime Office.

** Researchers of Maritime Office.
*** Researchers of Maritime Office.
**** Researchers of Maritime Office.
**xkx Ags. Prof. (docent).
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Fig. 2. Zalew Szczecinski. Signal strength (SS) [dB/uV] Fig. 3. Zalew Szczecinski. Signal to noise ratio (S/N) [dB]

The measurement results were recorded every minute by using the data line no 799, recording ¢, A, SS and
S/N. The research vessel moved at the average speed of 7 knots, that is the distance between readout was 215 m.

Gathered data were processed, then maps with measurement profiles in the 1:5000 scale were done, including
the values of SS (Fig. 2) and S/N (Fig. 3). Both maps were plotted for the co-ordinate system WGS 84 UTM -
zone 33 with basic navigational marks.

According to the manufacturer, the receivers used in the research work in the DGPS mode if the signal
strength is not Icss than:

SS =9 dB/pV,
S/N =6dB

The reference receiver of the Dziwndw station located 40 metres away from the transmitting aerial shows
maximum values that are, respectively, SS = 99 dB/uV and S/N = 25dB.
The minimum values obscrved in the arca of Zalew Szczecinski were as follows: SS = 44 dB/uV and S/N = 13
dB. The respective maximum values equalled 52 dB/uV and 13 dB. The values of SS and S/N were not found to
drop below the minimum admissible values. Records of minimum and maximum SS and S/N values in the
Zalcw Szczcecinski area can be summarised as follows:
— the minimum valucs, found in the western part of Zalew Szczecifiski. The level of these valucs, however,
is good and equal to at least: SS — 44 dB/uV and S/N = 13 dB;
— in the area of greatest traffic intensity, where measurements are performcd most frequently, i.e. within
the Swinoujscie-Szczecin fairway, the level of signals reachcd, respectively: SS — 46 to 48 dB/uV and
S/N =13 dB;
— the maximum values of SS and S/N occurred in the northeast part of the examined area;
— no sudden disappearance or oscillation of the signal have been found in the whole examined area of
Zalew Szczecinski.

The research results lead to a concluston that over the entire Zalew Szczecinski area the lcvel of corrections
signals transmitted by the Dziwnéw station is at least good. A range of hills between the location of the aerial
and Zalew Szczecinski only slightly affects the levels of SS and S/N.

The results of research have justified the changes in aerial parameters and aerial field. It has been found that
the power and stability of GPS corrections signal have been improved.
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SOLUTION OF PHASE AMBIGUITY IN ONE-BASE INTERFEROMETER
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Abstract

In the report the algoritlun of a solution of pliase ambiguity for an one-base interferometer which is included in a
structure angular of the satellite navigational equipment TJTIOHACC/GPS is analysed. The solution is selected on a criterion
of a maximum probability. The cumulative distribution function of errors, probability of skip of a right solution and gross
errors, and also choice of an optimum threshold level for a various structure of constellations of navigational space velhicles
and various level of noise of measurements is analysed. The potential possibilities of algorithm of a solution of phase
ambiguity, in particular, maximum admissible measurement error of phase shifts are determined, and also maximum length
of basis of an interferometer at specific noise of measurements, ar which the work of algorithm is possible.

Now large interest is represented by equipment of customers of navigational satellite systems I'JTOHACC
and GPS, which measure space orientation of plants. To a measurement of space orientation in quality by an
antenna of a system are applied one and two-base interferometers. The equation of an one-base interferometer,
with the help of which is determined it orientation has an aspect

i P,
k.XiX + k)'iy +kz,-Z= BI 2;['-

where kx, y, zi — direction cosines of a vector — direction on a navigational satellite (NS), X, ¥, Z — direction
cosines of a vector — basis, i = 1,2, ... N — serial number observed NS, A; — wavelength of signals NS, B — length
of basis, @; — measured phase shift between antennas.

At angular measurements the serious problem is made by a solution of ambiguity of a measurement of a
phase shift, as length of basis In much exceeds a wavelength | signals NS. One from modes of a solution of
phase ambiguity is the method of a maximum probability, in which the redundancy of constellation NS is used.

At angular measurements the serious problem is made by with a solution of ambiguity of a measurement of a
phase shift, as length of basis In much exceeds a wavelength 1 signals NS. One from methods of a solution of
phase ambiguity is the method of a maximum probability, in which the redundancy of constellation NS is used.

The purpose of researches is the definitions of potential possibilities of algorithm of a solution of phase
ambiguity at one-time measurements, in particular, maximum admissible measurement error of phase shifts, and
also maximum length of basis of an interferometer at specific noise of measurements, at which the work of
algorithm is possible.

The researches were carried out by a method of the analysis of function of a probability. It is possible to set
an angular position of a vector — basis by two parameters, therefore function of a probability will be two-
dimensional. At a solution of phase ambiguity the special interest represents probability of gross errors, i.e.
cases, at which the phase ambiguity is determined with errors. The gross errors arise then, when the function of a
probability has accessory maximums, which magnitude is commensurable with magnitude of a basic maximum
appropriate to a valid solution. Such situation is characterised by Fig.1, where the function of a probability for
one NS is reduced. From Figure follows, that the solution of phase ambiguity at a measurement on one basis on
everyone NS is impossible, as the function of a probability accepts extreme, besides greatest possible values, in
the whole areas.

At magnification of number observable NS the log of function of a probability represents a weighed sum of
quadrates of discrepancies on all NS. The discrepancies on everyone NS represent wavy function, which
extremes in space K, g draw closed curves. The summarised discrepancy represents a sum of wavy functions and
grows out interference’s of these functions. On Fig. 2 the function of a probability is reduced at four observable
NS. Here basic and accessory maximums precisely differ.

*PhD, Research assistant.
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Fig. 1. The graph of function of a probability Fig. 2. The graph of function of a probability
at a measurement of signals one NS at a measurement of signals four NS

The function of a probability is rather complicated for the analysis, therefore there i1s a necessity of
introduction of onc parameter, on which it is possible to estimate probability of skip of a right solution and
probability of gross errors, i.e. acccptance of a falsc solution. For such parameter can be a summarised
discrepancy equal to a sum of quadrates of discrepancies on all NS, or radical square of this magnitude.

Discrepancies have two component: one from them is stipulated by discrepancies in accessory maximums at
the expense of acceptance of a false solution, and another — at the expensc of a variance of thc mcasured phasc
shifts. At the analysis noise component measurements of phase shifts on reliability of a method of a solution of
phase ambiguity we shall consider discrepancies originating in accessory maximums at a lack of noise of a
measurement as expectation of discrepancies, and discrepancies — distributed on the normal law.

If the expectations of magnitudes x; are equal to zero, and their varianccs are equal, the magnitude ¥* = x;” +

Xy> + ... +x,” is distributed under the law XZ with n by degree of freedoms. It has a place in a principal maximum
of function of a probability at uniformly precise measurements of phase shifts. In accessory maximums of

expectations arc not equal to zero, and in a classical aspect the law of distribution xz cannot be applied.
Unfortunately, at presence of expectations the cumulative distribution function of a summarised discrepancy
docs not express in clementary and special functions, expression in thc integrated form for a probability density
and integrated cumulative distribution function however was obtained which can be used for calculations.

On an integrated cumulative distribution function it is possible to define threshold values, at which the right
solution hits in the list of possible solutions with specific probability, by accepting m = 0.

Component discrepancies at the expense of an incorrect solution of phase ambiguity is determincd
magnitude, it can be calculated is a priori for each combination of phase ambiguities. Obviously, the concrete
values by this component depend on geometry of satellites and position of a vector — basis. However evaluation
of discrepancies for each concrete case meets significant difficulties, first of all because of largc number of
combinations of phase ambiguity. Researches with the purpose therefore were carried out to reveal common
regularities, in particular, distribution of values of discrepancies because of errors of a solution of phase
ambiguities in maximums of function of a probability. In a course of a research the discrepancies were analysed
at various constellations NS, from 4 up to 13 satellites in constellation, various positions and lengths of a vector
— basis and the following conclusions are made:

1). The distribution of discrepancies does not depend on length of a vector — basis. At a modification of
length of basis from 0.5 up to 100 m at constant constellation NS the cumulative distribution function practically
does not vary.

2). A cumulative distribution function at identical number NS and geometric factor less than 3 depend on
geometry of constellation NS and from a position of a vector — basis very little.

3). The square root from a sum of quadrates of discrepancies (summarised discrepancy) is enough precisely
described by normal distribution, and the average quadratic deviation does not depend about number NS in
constellation. The elimination makes case at a measurement on 4 NS.

4). The expectation of a summarised discrepancy at number NS more than 5 linearly depend on number NS
in constcllation. At 4-th NS she a little less and at 3-rd NS is equal to zero, as at an evaluation of discrcpancies
the algorithm with three unknown parameters was used.

It is necessary to mark, that the cumulative distribution function in this case is used not as thc probability
law, and for an evaluation of number of solutions having a summarised discrcpancy in a specific range.

The probability of acceptance of a false solution in many respects is characterised minimum discrepancy in
accessory maximums. Using an integrated cumulative distribution function of a summarised discrepancy, it is
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possible to calculate probability of acceptance of a false solution at a specific threshold and limiting averagc
quadratic error of a noise of a measurcment of phase shifts. By results of researches it is possible to make the
following conclusions:

1). Limiting average quadratic error of a noise of a measurement of phase shifts for one — times of mcthods it
is necessary to consider magnitude 50 ... 60°, that there correspond 25 ... 30 mm.

2). The limiting noise error of a measurement of a phase shift depends on number observable NS. For
example. by work on navigational constellation consisting from 4-th NS, the work one-time of algorithms is
impossible. At 5-6 observable NS the unambiguous solution is possible only at small noise of a measurement of
phase shifts (1-2° or 0.5-1mm). Optimum number NS in navigational constellation — 8 and more observable NS.

3). The probability of gross errors depends on length of basis. This association is explained by square-law
increase of number of possible positions of a vector — basis at increase of its length. At length of basis 1 m the
work of algorithm is possible already at 5 observable NS at a noise error of a measurement of a phase shift 5°,
while at length of basis 10 m at the same exactitude of a measurement of phase shifts the observation 7-8 NS is
necessary.

It is important to mark, that one-time the algorithm on one basis in practice is applied to compiling an initial
gang of solutions, therefore major performance is the probability of skip of a valid solution, which is determined
by a threshold value of function of a probability. The presence of false solutions in an initial gang does not mean
a gross error, if the valid solution also is present at an initial gang.
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A TECHNIQUE OF THE ANOMALY MEASUREMENTS REJECTION FOR SPACE VEHICLE
TRAJECTORY DETERMINATION BASED ON GPS/GLONASS DATA™
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(Science Engineering Center of St.Petersburg’s State Electro Technical University, Russia, c-mail:
nic@eltech.ru),
V.V. Chistyakov*”
(SoftNav Ltd St.Petersburg, Russia, e-mail: vchistyakov@mail.ru)

Abstract
Key words: GPS, GLONASS, RAIM. rejection. failure detection

The following aspects of the anomaly measurements rejection for the GPS/GLONASS user equipment based on a board
of the space boosters, are considered: the pre-computations of the signal reception conditions, the methods of the failure
detection and exchusion in real-time and post-mission processing. The pre-computations have the goal to determine the
trajectory sectors (flight time intervals) with critical conditions of the signal reception. The methods of the measurements
rejection in real-time processing are based on the analysis of the signal-to-noise density of the measurement errors and
comparison of the least-squares residual’s sum with the permissible bounds. Chi-square distribution of the probability is
used for determination of the permissible bounds. The methods of the measurements rejection in post-mission processing are
based on the analysis of the residuals, derermined by polynomial smoothing in the sliding time intervals. The resukts of the
anomaly measurements processing are illustrated on the data obtained from GPS/GLONASS receiver “Tenninator”.

1. The GPS/GLONASS user equipment, placed on a board of thc vehicles, is used to determine the
trajectory parameters of the space boostcr and orbital elements of the spacecraft. During the launch and insertion
into final orbit, measurement data (UTC time, satellite identification number, channel number, signal-to-noise
ratio, pseudorange, integrated Doppler shifts or carrier phase) are transmitted from the on-board user equipment
to the control center for real time and/or post-mission processing. The rejection technique includes threc stages
of the computations:

- A pre-computation on the stage of measurement séance planning,
- Data processing in real time,
- Post-mission data processing.

During space-booster launch and spacecraft orbit insertion the specific conditions of signal reccption can be
occurred, which cause the signal tracking failurc and/or appearance of anomaly measurement errors. Therefore
the corresponding time intervals should be dctcrmined on the stage of the séance planning.

In real time processing the anomaly measurements are detected and isolated on enscmble of the all-
simultaneous sighting GPS/GLONASS navigation satellite vehicles (NSV).

In post-mission processing the anomaly measurements are detected and isolated on ensemble of data are
transmitted from everyone during the measurement’s seance.

2. On the planning stagc a priory conditions of the signal reception along NSV-to-user tracing path are
calculated on the basis of the following data:

- Predetermined space-booster movement (translation and rotation) in celestial reference axis;
- Antenna pattern in body-fixed axis;
- GPS/GLONASS system almanac.
The critical measurement time intervals and NSV identification numbers are used in the post-flight analysis.
The following conditions of signal reception are presented for these time intervals and satellites:
- NSV-user sight line sets out boundary of the antenna pattern;
- Derivative of the acccleration, paralleled to sight line, exceeds the critical level;
- Component of the user's angular velocity, perpendicular to sightline, exceeds the critical level.
3. In the real-time processing the following criterions are used for detection of the anomaly measurements.
1) Comparison of the signal-to-noise density in receiver channels with permissible level.

SNk SSNlim,k=l.' N

2) Comparison of the least - squares residuals sum with the confidence bound on prescribed probability
significance.

*Ph.D., Leading Research Scietist.
** Engineer.
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R
( .4 j <%} p.N-4) - the measurements are normal.
s
Ry 2
j > (p N-4) - the measurements are anomalous.
wW=Y- - the N x 1 range residual vector, Y - the measurement's vector,
X - the least - squares estimate (single - point solution),
Ry = sqri( wl.w ) - the norm of the residual vector,
s - a priory root mean square of the measurement's erros,
X p.N-4) - the p — fractiles of % - distribution with (N-4 ) degrees of freedom,
p - prescribed probability significance,
N - the numbersof NSV in the work constellation .

The results of the residual’s norm calculation, obtained for real measurements, are presented on Fig. 1.
The curve 1 characterizes the quantities of the residual’s norm before the rejection, the curve 2 — after the
rejection (probability significance is equal 5%), in the sector 3 the anomaly measurements are absent.

Bl [R=agtes o e R i s Rt R e s gy
. - . . . " . " . . "

192 1922 192.4 1926 1928 193 193.2 1934 1836 193.8 1394
Flight time, sec

Fig.1. Residuals norma

The following criterions are used for detection and exclusion of the anomaly measurements.

- Criterion Kr1, based on QR-factorization of the connection matrix, described linearized measurement
equation, and on transformation of the N-dimensional least-squares residuals vector W with correlated
components to (N-4)-dimensional parity vector V with independent random components ("Parity” method [1]);

- Criterion Kr2 used one by one satellite exclusion from the work constellation with subsequent
calculation of the least-squares residuals sum, corresponding (N-1) remained NSV.

G=0Q-R - gr - factorization of the matrix G,

RECNL) o il ia=T il B)s <heid;

V=P-W,P=Q"(5:NI:N)V.=— ;
e ad norm{ P(1: N,i)} '

Kri(i)=max/VT -V,), Kr2(i)=max(W,T -W,)  -criterionsof the exclusion of failure NSV (SVID=1)

The results of the NSV-residuals calculation for one of the satellites (§VID=22), obtained before and after the

rejection anomaly measurements (satellite SVID=1), are presented on Fig. 2. The curve’s marks correspond to
Fig. 1.
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Fig.2. SV-residuals. SV =22

4. In post-mission processing the range residuals for each NSV dR(r;), determined by polynomial
smoothing in the sliding time intervals [r-7/2,1;+7/2 ], were represented as random time series on the entire
measurement’s seance. For this random process the estimates of the mean m(dR) and the root mean square
std(dR) are calculated and anomaly level excesses are found (Gaussian distribution of measurement's errors is
assumed) [2].

Gl /2
dR( 1, )=Y(1; )— IF(I)-Y(:,- +1)d,
=/
D = max gRey )—anl dRr—)‘ <PH(p)
i std( dR )
PH(p) - the p — fractiles of Pearson and Hartley Biometrika Tables.

Then out-of-tolerance time intervals are compared with the time intervals of critical signal reception,
determined on the planning stage. In the result NSV data, corresponding this conditions, are rejected out the
navigation solution.

The quantities dR of the NSV-residuals and the estimates of the root mean square std, obtained by polynomial
smoothing for two NSV (SVID=1;22), are presented on Fig. 3. The measurements for SV/ID=[ were passed in
the optimal conditions of signal reception, the measurements for SVID=22 — in the critical conditions.

fitesani
367 6 367

Flight time, sec

Fig.3. Smooth residual

5. The suggested technique of the anomaly measurements detection and isolation is implemented in the
real time processing and post-processing software for space vehicle trajectory determination based on
GPS/GLONASS measurements [3]. This software is utilized on the computing centers of the Russian experience
cosmodroms during the launch of missiles and spacecraft with the user equipment “Terminator” on a board.
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ONBOARD BALLISTIC-NAVIGATIONAL SUPPORT OF SPACECRAFT "SOLAR SAIL™
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The description of onboard ballistic - navigational support of a spacecraft " Solar sail " is given. Spaceeraft "Solar
Sail" is created for improvement of technology of control of a solar sail with the purpose of check of an opportunity of
formation of desirable trajectories of flight at thc expense of purposeful use of force of a solar wind. The system of
navigation is construction on the basis of subsystems with use of measurements:

- ground one point of system;

- onboard 12-channel receiver GPS of signals.

The system of navigation 1is intendcd for definition of parameters of movement with accuracy allowing to reveal and
to estimate influence of effect solar sail on movement of object in view of charaeter light exposure of this or that site of a
coil and orientation on it of blades solar sail. In the greatest measure these tasks are answered by opportunities, which has
GPS- receiver.

With the purpose of operative reception of estimations of parameters of trajectory the target data of the receiver are
processed directly in the onboard computer. The part of crude measurcments of the receiver together with the processed
onboard information in structure of telemetry acts in Mission Control Center.

After disclosing solar sail of the spacecraft twists concerning an axis of symmetry. As a result of it the axis Spaceeraft
"Solar Sail" continuously is guided on Sun. During each coil the antenna field of view of the receiver continuously varies
from as much as maximum disclosings up to complete a hidden by the Earth, and it is possible also by separate elements
of Spacecraft "Solar Sail". These circumstances are taken into account in algorithms of planning of sessions of
navigating definitions and formation of the telemetering information.

Each second from GPS of the receiver in the onboard computer the crude measurements act. These measurements are
processed in rate of flight. In result the set of qualitative residuals of measurements pseudorange and pseudospeeds on
32 second site of flight 1s formed.

During the subsequent interval on generated on the previous session average residual the estimation of parameters of
trajectory is made. The methodical basc of algorithms of an estimation is served by the special form of the Kalman filter ,
in which basis the idea of decomposition covariances of a matrix of error of an estimation on multipliers as diagonal and
two triangular matrixes lays. Due to this the preservation covariances by a matrix of property of positive definiteness is
guaranteed. It provides high quality of a filtration in conditions of limitcd length of a digit grid of onboard computer. The
elimination of probable instability of process of a filtration because of incomplete conformity to the accepted
mathematical model of movement to a physical pieture is achieved by a choice of the appropriate strueture of the filter
and adjustment of a number of its parameters.

Estimated is extended a veetor, the first 6 which components consist of errors of eoordinates (AL.AH.AZ) and speeds
((AVL,AVh,AVz ) object in orbital frame. Two others - regular errors of range and radial speed caused divergences of
phases both frequencies of generators of the GPS-reeeiver and GPS satellites.

In the same orbital frame the fundamental matrix of estimated dynamic system is construction. It has allowed its
account to carry out on analytical dependences, that has simplified and has sped up process of propagation of
covariances matrix (more precisely than its matrixes - multipliers) from one moment of binding average of measurements
to another.

The integration of the equations of movement is carried out by a method Runge-Kutta of the fourth order with a step
32 5. On a step of integration a trajectory approximate sedate near to factors being funetions from meanings of the right
parts of the equations of movemcnt. Due to this technique the high spced of algorithms of aceount of a vector of a
condition in internal points of a step is provided.

Onboard computer is constructed on the basis of 386 proccssors. The onboard software of the considered tasks is
developed in language C ++ in view of features of representation machine given as numbers with the fixed point.
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Abstract
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Method of ionospheric delay determination by GLONASS/GPS one-frequency receiver is presented. it is based on using a
difference of increments of code and phase pseudoranges. Results of experimental researches are presented.

Introduction

The user equipment (receivers) of global satellite navigational systems is applied for creation of modern
integrated systems of navigation and orientation. It is stipulated first of all by their such performance as a
possibility of determination with a high exactitude of coordinates, velocity and orientation of object located in
any point of globe. Main defects of receivers are: a susceptibility to influence of an environment and parasites;
possible unauthenticity of satellite signals; miss of satellite signals, in particular, for origin of shadowings.

Noticeable influence to an exactitude of navigational determinations on signals of GLONASS and GPS
render the conditions of passing of a signal from satellite up to receiver. As show researches [I,2], the large
contribution to an error of GLONASS and GPS measurements is introduced by an ionosphere. In the report, the
mcthod of ionospheric delay determination for single-frequency receiver is represented.

1. Influence of ionosphere to an error of a measurements

The determination of coordinates and velocity using by GLONASS and GPS signals is carried out in an
outcome of processing measurements, such as

e  code pseudorange — pseudorange up to satellite, measured on a ranging code;

e  phase pseudorange — pseudorange up to satellite, measured on a phase of a carrier frequency of a signal;

e  range rate — radial velocity rather satellite.

To the grcatest degree ionosphere renders influence to an error of a measurement of code and phase
pseudoranges, that expresses through accordingly group and phase delay of signals. The systematic errors of a
measurement of code and phase pseudoranges up to satellite caused by influence of an ionosphere, will be equal,
but to have a different sign.

Ionospheric delay depends on sunspot activities (approximately 11-year cycle), seasonal and diurnal
variations of total electronic concentration in an ionosphere, the line of sight which includes elevation of the
satellite, and thc position of the observation site. Measured pseudorange may be wrong from about 0.15 m to 50
m [3].

2. Methods eliminating of ionospheric influence on single-frequency GLONASS and GPS receivers

Each GLONASS and GPS satellite transmits navigational signals in two frequency LI and L2. Two-
frequency receiver, working on two frequency signals, is capable to exclude influence of an ionospheric
refraction of radiowaves to an error of measurements. The access to GLONASS and GPS navigational signal on
frequency L2 is limited [4,5].

In the navigational messagc of GPS the parameters of a global model of an ionosphere — Klobuchar model
are transmitted, thus a single-frequency user can realize an ionospheric correction. Agrees [5], the application of
a Klobuchar model will provide at least a 50% reduction in the Standard Position Service user's RMS error due
to ionospheric propagation effects. GLONASS gives no possibility of a correction of influence of an ionosphere
for a single-frequency user.
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The error of majority of empirical models of ionospheric parameters (International Reference lonosphere,
Chiu, Bent) is high (20-40 %), empirical models are capable to work, only in mid-latitude areas and quiet
geomagnetic conditions.

Most perspective is the method of elimination of influence of an ionosphere on satellite signals in single-
frequency receiver, based on the account of contrast of signs of phase and group delay. The proposed approach
allows to determine delay of a signal in an ionosphere with the help of single-frequency receiver. 1t based on a
difference between code and phase pseudoranges[6,7]. A residual of code and phase pseudoranges is equal to the
double ionospheric delay of a signal, and can be used for determination of it

N i) -0 (k)+ N (kW
1 (k)= >
where I;(k) — ionospheric delay of a satellite signal at epoch k (k=12,...); r;(k) - code pseudorange

’

measured on a ranging code; ¢; (k) — phase pseudorange measured on a phase of a carrier frequency of a signal,

N;(k) - initial carrier phase cycle ambiguity; A; — wavelength of a satellite signal; i — serial number of

satellite, i = 1,n(k); n(k) — number observed satellites.

The given approach has received the development in the beginning of the 90-th years in works listed in [7].
To the present time in the foreign publications there are mentions of realization of the considered approach in
practice [8), the researches of the given approach were conducted and in our country [9].

Main obstacle in a path of realization of the considered approach of indemnification of ionospheric errors is
the problem of the determination of initial ambiguity of phase measurements N,-(k) in absence of additional

measuring frequencies [6,7]. One from methods of a solution of the given problem is the inclusion of initial
ambiguity of phase measurements N, (k) in a vector of estimated parameters of a Kalman filter, as it was made

in work [7). Such method of an evaluation N; (k) has some disadvantages, which explicitly are circumscribed in

{71.
3. Ionosphere Model

The purpose of construction or choice of a model of an ionosphere is, the possibility of determination, with
its help, delay of a signal in an ionosphere, having at the command of an only measurement NP on single
frequency. Height of working orbits of GLONASS and GPS satcllite is above than upper bound of an
ionosphere. As a rule, the main mass of the users is under a low bound of an ionosphere, behind an elimination
receivers, established on low-orbit space vehicle. The vertical profile of electronic concentration has essential
significance only for objects were in an ionospheric stratum. Therefore for the account of ionospheric errors
essential is all ionosphere. For air and ground objects the ionospheric single-error correction practically
completely is determined by significance by total electron content in a vertical direction. Therefore for a basis
we shall take, so-called, single-layer model of an ionosphere, where it is supposed, that all electrons are
concentrated in a lamina located at some height & Above a surface of the Earth [7, 10, 11].

lonospheric shell height h usually understand as height, where 50 % of total electron content in a vertical
direction [11] is reached. There is a daily variation of ionospheric shell height. In night time height & is higher,
than in day time. lonospheric shell height can will be changed in limits from 250 up to 500 km.

The magnitude of an error caused by influence of an ionosphere will dcpend on an expansion of a path § of
satellite signal in an ionosphere. For satellite with low elevation angles the expansion of a path of signal will be
more, than for satellite with high elevation angles. Thcrefore ionospheric error will be inversely proportional to

satellite elevation angle. Distinguish vertical delay (satellite elevation angle y =90°) and slant delay (satellite

elevation angle y <90 ). Their relation is determined by following expression [7, 10]
1 (k)= 0b(y; (k)N k), 3.1)
Where Ii(k) — (slant) ionospheric delay of signal in an ionosphere; Ob(}',-(k)) — mapping function; lv(k) -
vertical delay of a signal in an ionosphere; y,-(k) - satellite elevation angle. The mapping function is intended

for recalculation of vertical delay in slant and is determined as the relation of slant and vertical delay of a signal
in an ionosphere [10]

Ob(y; (k)= ji(k) = S (3.2)

) Jl—[Rf.’i o)

where Rg - radius of the Earth; h - ionospheric shell height.
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Depending on an elevation angle and ionospheric shell height, the significance of function Ob(y) will vary
an approximately range from 3.5 up to | (fig. 1).

a) b)
35 01
K.
3 008
25 006 ,ﬁ\\
L
2 004
15 002
1 - e
10 20 30 40 S0 60 70 80 90 10 20 30 40 50 60 70 80 90
Elevanon angle, degree Elevanon angle, degree
e (=250 ki e =250 km
+—— h=300 xm +=+— 1=300 km
888 h=350 km 868 h=350 km
—— h=400 km —+— h=400 km
69 h=1450 km 06 =150 km

Fig. 1. Properties of mapping function: a) significance of mapping function 01)(}') depending on an elevation angle and ¥

ionospheric shell height /i ; 6) an increment of mapping function of magnification of an elcvation angle on 1 degree.

4. Algorithm description

Let's note input equations for determination of delay of a signal in an ionosphere. Code pseudorange is
determined by expression [3}]

ri(k)= pi(k)+ 1;(k)+ T (k) + bt (k)¢ + 8; (k) + & (k).
4.1)

where p;(k) - distance up to satellite; 7;(k) — delay of a satellite signal in troposphere; At(k)- receiver
clock error; ¢ — speed of light; §; (k) — part of a systematic error, which includes satellite orbit error, satellite
clock error, etc.; &; (k) - random error. The phase pseudorange is determined by expression [3]

0:i(k)= p; (k)= N (A = 1;(k)+ T (k) + B(k)- e+ 8; (k) + £ (k) . (4.2)

where {;(k) — random error.
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Fig. 2. The figures a) variation of satellile elevation anglc and b) increment of ionosphcric dclay
(1 - incremeni of vertical delay, 2 - increment of slant delay)
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Proceeding from the equations (4.1) and (4.2), residual of incrcments of code and phase pseudoranges during
At=k-! (Ar - an interval of measuremcnts) is equal to the double increment of delay of a signal an
ionosphere for the same slice of time

(k)= rik =)= (osk)- s (k=)= 2- (1 (k)- 1k =1)).

First step of researches was experimental check of equality on magnitude and contrast on a sign of phase and
group delay of satellite signals in an ionosphere. The experimental researches were conducted and the
increments of delay of a signal in an ionosphere are obtaincd. In a fig. 2. the outcomes of measurements of a
GPS satellite signal are represented. The experiment has confirmed. that the diminution or magnification of
delay of a signal in an ionospherc for rather small spaces of time (1-2 hours) happens, mainly, at the expense of a
modification of an satellite elevation angle, much smaller influence renders a daily variation of an ionosphere.
The experimental researches have shown, that with the help of single-frequency receiver it is possible to observe
a variation of delay of a signal in an ionosphere.

Following pitch of researches was development of algorithm of determination of ionospheric delay. The
algorithm is divided into two stages. At first with the help of Kalman filter the vertical delay of a signal is
evaluated, and then it is recalculated for each satellite, with allowance for of its elevation angle. With allowance
for (3.1) we shall note the equations (4.1), (4.2) as follows

k)= i (k)+ Ob(y; ()1, (k)+ T (k) + Az (k) e + 8 (k) + & k), (4.3)
¢i (k)= pi (k)= N; (kW = 00y (D)1, (k)+ T (k )+ Az (k)-c + 8 (k) + £ k). (4.4)

Let's make a difference set of equations, deducting from each equation of a system (4.3) and (4.4) at epoch &

for i -th satellite the appropriate equation at epoch k—1. Let's define increments of pseudo-distances (4.3) and
(4.4)
81y (k)= 0, (0)- p =1+ (0bly W)= 00l (6 =), () )£,k ),

+8; (k)= &k -1),

where Ar; (k)= rj(k)— % (k —1) — increment of code pseudorange; Ap; (k)= ?; (k)- ?; (k = 1) - increment of

phasc pscudorangc; j — scrial number of satellite, which was obscrved at epochs & and k-1, j=1n(k); ﬁ(k)

— satcllitc numbcr, which were observed at epochs & and & —1. Then we shall define a residual of increments of
code and phase pseudoranges

2-(00ly ;(K)- obly ; (k =) 1, (k)= ar; (k) - A (k)+ £ (k), @.5)

where gj(k) — random error. In the total we have received a set of equations (4.5), where is absent of initial

phase ambiguity N,-(k). With the help of equations (4.5) the vertical delay of a signal in an ionosphere is

determined. The evaluation of vertical delay is made with the help of Kalman filter. Then the obtained vertical
dclay will be transformed to slant delay of a signal for i -th satellite in the correspondence with expression (3.1).
Obtained algorithm have a number of distinctive features. As measurcments not differences of pseudoranges,
but difference of increments of pseudoranges act. In an outcome the necessity in disclosure of initial phase
ambiguities disappears, the number of unknown variables decreases which are necessary for evaluating, on a
comparison with a method circumscribed in work [7], that considerably simplifies algorithm.
From a set of equations it is possible to find significance of vertical delay for j -th satellite

Ar;(k)-ap (k)
(

SR o7 o )y -

From expression (4.6) and properties of mapping function (Fig.1) follows, that the evaluation of magnitude
of vertical delay will depend on selected ionospheric shell height /. Ionospheric shell height can be given a
priory. The choice of optimum height of an ionosphere for mapping function was considered in work [10].
Leaning on the indicated outcomes of researches indicated in [10], was selected significance of ionospheric shell
height h=432.5 km.
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5. Outcomes of experimental researches

By closing stage were the experimental researches of the developed method, with the help of MRK receiver.
developed in Scientific & Research Institute of Radio Engineering placed in Krasnoyarsk State Technical
University (KSTU). GLONASS/GPS MRK receiver works on single-frequency L1. MRK receiver has important
for realization of the developed method in practice of performances

o Measurement of a phase of a carrier frequency of a signal;

¢  Low frequency of failures of tracing behind a phase of a carrier frequency of a signal;

¢ Low level of a random component error of a of code pseudorange measurement (RMS 0.2 — 0.3 m).

During of experiment, measurements, made with the help MPK receiver was recorded. Then, using by noted
information, the ionospheric delay of satellite signals was determined. During a 2001 some mecasuring
companies (see table) in various geomagnetic conditions (perturbed and quiet ionosphere) were conducted. In
the table for performance of geomagnetic activity the Ap-index is indicated.

For check of an exactitude of the developed method the information about ionosphere state of centre of data
storage Crustal Dynamics Data Information System (CDDIS) was used [12]. CDDIS gives for a free access the
data files of global distribution of total electron content (TEC) in a format IONEX [13]. These data are obtained
from Analytical Centres of International GPS Service (IGS). The correspondence of a information about state of
ionosphere for Krasnoyarsk is determined by that in KSTU is located two-frequency TurboRugue receiver.
included in structure of 1GS, it has allowed to accept data IGS as true measurements.

RMS error RMS error
Global magnetic of of O
Date Duration, h activity: single frequency Klobuchar model 0_—”
Ap-index, nT method ]
gy,M
O-( sy M
= ;
2> kil 26 6 0.49608723 1.84167667 3.71240494
26 April 6
28 April 40
29 April 29 3 0.81335721 2.02093429 2.3388889
16 May il
17 May 46 6 0.3878384 1.23400857 3.18175996
18 May 8
AT 24 4 1.08973087 2.24708779 2.06205756
9 October 18
Average 0.69675343 1.76357926 2.7712769

On the figures 3-4 the evaluation of vertical ionospheric delay obtained with the help of developed method.
Klobuchar model, and as evaluations of vertical delay on an information of 1GS Analytical Centres is indicated:
CODE (Center for Orbit Determination in Europe), Bern, Switzerland: JPL (Jet Propulsion Laboratory).
Pasadena, USA. On the figures on an axes of abscissas the number of hours, past from a beginning of the first
day of experiment is resulted. The beginning of day is determined on local winter time ZT =UTC + 6 h + | h, or
otherwise, ZT = GLONASS system time + 4 h).
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6. Influence of an ionospheré to an error of solution of a navigational problem
Let's try to clarify a character of influence of ionospheric delay on the measured coordinates of object. The
research of ionospheric delay by an one-frequency method has shown a rather good exactitude of a measurement

of vertical delay. At the same time to attempt of elimination of an ionospheric error the rather specific influence
on evaluated coordinate and time was clarified it.

15:59, 25.04.01 - 16:47, 26.04.01
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40
201

_20 p

height error, m

Time, h
without 1onospheric correction
— with ionospheric correchon

Fig. 5. Height error (without filtration)

The researches have shown, that the error of obtained coordinates caused by ionospheric delay, depends on a
configuration of satellite constellation very little. First of all the ionospheric error effects on altitude component
error of coordinates of object and time (fig. 5). Research of a character of influence of ionospheric delay for the
measured coordinates and time we shall conduct, proceeding from the following suppositions:

. The navigational equations, being nonlinear, at the same time in each point of space have a
very small curvature, that allows to linearize them in a point of a disposition of object. With an adequate
accuracy it is possible to consider, that the errors of a measurement of pseudoranges are connected to an
error of calculation of coordinates of object and time by linear transformation, i.e. the total error of a
measurement of coordinates and time is equal to the sum of errors caused separate component ionospheric
error of a pseudorange measurement. .

. Proceeding from linear transformation of an error of a measurement of pseudorange to an error
of coordinates and time, it is possible to consider an ionospheric error separately from a remaining
component error.
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By aceepting a hypothesis that the ionospherie error influenees in main height and time, is separable an
ionospheric error on two eomponent. First eomponent ealls only deviation of height and time. Second
component — residual ionospheric error, in the sum with first eomponent they give a full ionospherie error.

First component of an ionospherie error ean be found as follows. Let's assume, that in a point with known
coordinates the pseudorange up to satellite are measured. The similar measurements are made in other point
located above first on the magnitude H . The linearization of the navigational equations eorresponds to the
supposition, that the satellite signals come from an indefinitely deleted point, having a flat wavefront set. A
residual of satellite signals between two points is equal

AR =~-H -siny (6.1)

Residual equal to an error of a measurement of pseudoranges. which displaces the measured coordinates up

on magnitude H . For a displacement of a time seale r;,,, it is enough to all pseudoranges to add the same

magnitude c-t;,,, . where ¢ —speed of light.
The resulting error of a measurement of pseudo-distanee displacing eoordinates up on magnitude H And time
on magnitude t;,,, Is equal

IHT =Clipno — H-siny . (6.2)
The residual ionospheric error is equal

1»
Ly=1-1yr = : = +H -siny. (6.3)

~ I()Il{)

R 2

L= £ eosy
R@ +h

It is necessary to select parameters H and 1;,,, so that to minimize a residual error. The minimization can

iono
be made on a criterion of minimum root-mean-square magnitude of a residual ionospherie error

n/2
[ (1,5 Vdy = min. (6.4)
0

For minimization of function (6.4) we shall take derivatives with parameters t;,,, and H and we shail

equate them to zero

n/2 n/2
/8
f( Pay= [ -2 ’ | =i + H sinY by =0, (6.5)
l()ll() 0 0 R@
= cosy
R@ +h
/
3 n/l n/2 !
[¢ " e g
oH [ Pav= | L = Coliono + H sinY |-siny-dy =0. (6.6)
0 0 Rg
li= -cosyY
] R@ +h

In an outeome have received two equations eoncerning two unknown parameters f;,., and H . The
integration of the equation (6.5) gives

r/2 I n/2 1Y
J 5 Ctipno + H -siny dy = ‘,J —Clipyo M2+ H , (6.7)
0 R 2 0 l—(X COS Y
- 2 cosy
R@ +h
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n/2

R
where o= 2 |.The integral il
Rg +h | -aZcos?y
/2
n &
= G2 2
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1s reduced to a kind

=Fn/2, 1-
Y

az
1-a2 |’

where F(-) - full elliptic integral of the 1-st kind. The integration of the equation (6.6) gives

n/2
1 . :
'[ . t = Clipno +H -siny smy-dyzlvB-arcsmé—c Ligno + H-T/4
0 Rg
- cosyY
R@ +h
\ 1
where = &;—M . In the total we have a set of equations
¥ (5]
tiono "M/ 2+H=-1,-F(a)
Liono ¥ H -m/d4=-I,-B-arcsin ©8)
Solution of a system (6.8)
‘ —J B-arcsin(1/B)- F(at)- /4
Cliono = 1y 1-12/8 ’
e [[3 arcsm(l/B)+F (o)1 - n/4)] n/2
1-n2/8

The factors @ And B of accepted model of an ionosphere ( Ry = 6371 km, i =4325 km) will be equal

a=1.067 B=1/0t=0.936. In this case c-1;,, =2.797-1,, H=1.913-1, And then the formula (6.2) will
look like

iono

Iyr =(2.797-1.913-siny)- 1, . (6.9)

In a fig. 6 the schedules of full ionospheric delay and its part responsible for high-altitude and temporary

component errors are represented. In a fig. 7 the residual ionospheric error is represented.
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From the figures it is visible, that is valid. the ionospheric error in main is determined by first component.
The residual error makes only 15-20 % from vertical delay. First component of ionospheric delay calls merging
coordinates on height and displacement of a time scale, and these effects do not depend on structurc and
configuration of satellite constellation, and bodily and completely are determined by magnitude of vertical dclay.
The residual error is recalculated in an error of coordinates and time scale through a matrix of linear
transformation, the magnitude of an error of coordinates depends on a concrete kind of this matrix. i.e. from a
configuration of constellation, and the magnitude is determined by magnitude of the appropriate geometric
factor. .

Let's evaluate magnitude of a residual error of coordinates. Normal conditions the magnitude of the
geometric factor makes magnitude from 1.5 up to 3, therefore residual error of coordinates will make 30-60 %
from vertical delay. For example, for want of to vertical delay I, =5 m the magnitude of a residual error will

make 1.5-3 m. At the same time, the magnitude of a vertical displacement will be equal 10.8 m.

Conclusions

I. The determination of ionospheric delay of satellite signal based on single-frequency GLONASS and
GPS measurements is possible.

2. The developed method has allowed in some times to increase an exactitude of definition(determination)
of vertical delay on a comparison with a Klobuchar model.

3. The developed method is stable works in various condition of an ionosphere (quiet and perturbed
ionosphere).

4. The ionospheric delay of satellite signal influences on error of determination of hcight and receiver time
error.
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Abstract
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Since the European Commission (EC) decided to built up an own civil global navigation satellite system called GALILEO,
many people are asking why the EC want 1o built up an additional system. They say that they can use without any costs the
U.S. navigation system GPS and, therefore, there is no need for the European GALILEO for the applications. But this is not
really true. For some special applications GPS is not utilisable because it is no guarantee for the availability of the system.

In this paper 1 want to present a few technical reasons, why GALILEO is necessary in addition to GPS. For
analysing the effects in navigation and positioning of a global navigation satellite system GNSS like GALILEO
and GPS or GLONASS the DLR developed an end-to-end software simulation system called NAV—S]M The
software package offers the possibility to-simulate simultaneously different satellite systems.

In many cases. we will be asked, what we ~understand undcr ‘end-to—end’ simulation tool. The
answer is very easy: we can simulate the signal propagation from the satellite down to the receivcr in two inter-
connected stmulation levels. The two levels are the signal simulation level and the application simulation level.
Both levels are necessary to determine the positioning performance of a GNSS under consideration of nearly
realistic conditions. A detailed description of this tool is given in the paper.

We are able to analyse with this tool, which global navigation satellite system of both GALILEO or GPS is the
better system for special applications or if it is needful to use both systems simultaneously.

1. Introduction

Existing navigation systems like GPS and GLONASS are well-known and have shown that the reachable ac-
curacy and availability in the navigation solution depends on the complexity of natural influences and used tech-
nical equipments. For some applications like flight navigation (CAT! .. CAT3) all the available satellite naviga-
tion system don’t fulfil the requirements in case of accuracy and availability. These are the gist’s why the Euro-
pean Commission decided to develop an own civil satellite navigation system called GALILEO. The verification
of the preliminary system specifications of GALILEO is necessary in its early development phase if the assumed
requirements can be fulfilled under the aspect of technical possibilitics and of costs for development and opera-
tion.

The allocated frequency bands for GALILEO are in the L-band which is used by a lot of other signals (c.g.
GPS, GLONASS, MLS). The bandwidth for the GALILEO signals are not so wide as in the case of GPS or
GLONASS and, therefore, different modulation schemas are discussed based on the definition, that a Code Divi-
sion Multiple Access (CDMA) is used by GALILEO. In addition, different services shall be available for the new
navigation system: Open Service, Safety—of-Life Service, Commercial Service and Public Regulated Service.
For all theses services the signal has to be optimised related to service requirements like accuracy, availability
and reliability.

The paper will give you at first an overview of the architecture of the NAV-SIM tool. show some rcsults con-
cerning errors introduced by multipath or atmospheric effects and display the

2.  Architecture of NAV-SIM

The German Aerospace Centre has developed a simulation tool for GNSS, because it was seen the need of a
suitable software tool for design, investigation and verification since a the last few years beginning at the first
ideas about an own European navigation system. The problem of simulating navigation systems is the GNSS
complexity considering on one hand the component and parameter variety in the space and user segment and on
the other hand the spatial and temporal variation of natural impacts during signal transmission and reception. The
projection of all processes into a simulation system contains a time—scale conflict resulting from the large physi-

* Scientific Staff Member.
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cal transmission bandwidth (thcrefore high sampling frequencies of several 10 MHz) and from the comparatively
slowly changing scenario determined by satellite tracks, user movement, ionospheric and tropospheric influ-
enccs, clock drifts and other effects. This conflict normally results in excessively long simulation times and in
the demand of large data storage capacities. To avoid this detected problem and to achieve a suitable handling of
the GNSS software simulation system, the project NAV-SIM uses a multi-layer architecture.

The multi-layer architecture has two levels: the first level is the signal simulation level (S§SL), and the second
application simulation level (ASL). The SSL is responsible for the estimation and modelling of the signal spe-
cific range performance. It allows to investigate the signal structures (e.g. spreading codes, pulse shaping, chip
rates) and the corresponding design of signal generation and receiver components (e.g. high power amplifier
HPA, delay or phase lock loops DLL/PLL). Based on these simulations, where essential transmission impacts
are considered (e.g. multipath), the system performance will be derived using a very short signal section (e.g. 30
seconds) for a sufficient number of carrier-to—-noise ratios C/No. Due the highly detailed simulation at sampling
frequencies of several 10 MHz and the high computational complexity each of these short time simulations takes
about one day on high performance workstation. With the results of these simulation — a set of statistical parame-
ters — a model of physical signal processing is generated.

The ASL simulates the very slowly changing system aspects compared to the signal simulation: The satellite
tracks, ser movement, atmospheric influences, system and satellite time behaviour and the solution of the naviga-
tion equation. This level is used, on the one hand, for generating the signal states characterized by C/No, ranges,
phases and the corresponding rates for the SSL and, on the other hand, for composing the delay measurements of
the natural and physical part and of the technical simulations to get the positioning solution. Because of the
flexible and block-based design an adaptation of changes can be quickly implemented. It is also possible to
change the implemented algorithms with new and test the influences of these new algorithms on the positioning
solution.

Fig.1 shows the block structure of the two layer navigation simulation system NAV-SIM. Both simulation
layers can be used independently of each other. Therefore, it is possiblc to decidc which level have to be used for
analysing a special problem.
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Fig.l, NAV-SIM architecture with the two layers for signal (SSL) and application simulation (ASL)

Each module is initialised by its own dialog window. The first window defines a set of global parameters like
time and region of simulation and makes the selection of optional modules. To guarantee the correct parameters
and its consistency of each module a parameter controlling is implemented. The simulation system can be used
in four different basic modes depending on the composed system and selected modules:
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e analysing the behaviour and influence of single components

» analysing the signal states like C/No, temporal and regional influence after estimation of attenuation,
noise, code and phase delays and the corresponding rates

e estimation the navigation accuracy without signal and receiver influences for statistical analyse of ac-
curacy and availability, and

¢ analysing the navigation solution including the signal level.

With these basic modes and the possibility of using each simulation level as a stand-alone tool the following
results are generated by the NAV-SIM tool.

3. Effects on ranging performance by usirig different signal types

To get an improved bandwidth efficiency a suitable pulse shaping has to be used for the navigation signals of
GALILEO. The Cramer Rao bound have to be determined to estimate the best ranging accuracy of a defined
modulation format [1]. The performance of the ranging signal in the case of a rectangular (RECT) and root
raised cosine (RRC) signal is shown in Fig.2. The RRC is the most promising option for the modulation pulse
for the new navigation system, because of the allocated frequency bands and their bandwidths. The performance
analysis of both options was calculated by simulations using an additive white Gaussian noise (AWGN) channel

" "—and an incoherent DLE. It can be-seen, that the RRC option achieves the same performance with a-lower C/No

ratio than the RECT option. The observed gain is in the order of 1 — 2 dB-Hz [2]. - =

To get a more realistic estimation of the achieved performance requires to look on the one hand on the influ-
ence of satellite components and on the other hand on the signal behaviour in the case of multipath afflicted en-
vironment. The first part is a point of interest for system engineers of satellite design and not discussed in this
paper. To evaluate the influence of multipath on the signal performance five different sample channels are used
in the simulation and their influence on the signal is shown in Fig.3 for selected C/No values. The most impor-
tant outcome is the fact, that faster channel variations corresponds with smaller errors and vice visa. That the
phase isn’t influenced in any case was shown by additional simulations [2]. These simulations show also that a
better ranging performance is achieved by using a RRC pulse shape instead of RECT pulse shape.
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4. Carrier-to—noise Ratio in Dependence on Ionosphere

To compare simulation results between the European navigation system GALILEO with the U.S. system GPS
we have to use a defined satellite constellation for GALILEO. The satellite constellation which is finally used is
still open. It looks like that a similar constellation is used to GPS, a so—called MEO-only Walker constellation
with 27 satellites. The satellites will be symmetrically distributed over three planes with an anomaly shift be-
tween 0 and 20 degrees (27/3/1) plus 3 in—orbit spares on an additiohal Walker constellation(3/3/F) with an in-
ter-plane phasing F of 0,1 or 2). For all simulation where a satellite constellation is necessary following scenario
is used:

e  Walker constellation 27/3/1
¢ anomaly shift 0 degrees
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e In-orbit spares 3/3/0
e 23600 km altitude of circular orbits

In the case for GPS simulations the actual constellation of 27 operable satellites 1s used.

One important task is the estimation of the signal states at the receiver input described by the carrier to noise
ratio C/No to analyse which signals should be used for positioning. The use depends on the occurred distur-
bances during transmission and on the tracking performance of the recciver equipment. Fig.4 shows the carrier to
noise distribution of GPS LS5 frequency at the Greenwich meridian over 12 hours. The simulation was done for
stand ionosphere without scintillations. The influence by the 10nosphere onto the carrier 10 noise ratio in middle
Lurope for the allocated GALILEO frequency bands El and E3 is displayed in Fig.5. For this simulation a trans-
mitting power of 18,4 dBW was used. C/No without ionospheric scintillations are distributed between 47 and 54
dB-Hz for the frequency El (red graph) and between 49 and 57 dB-Hz for the frequency E3 (blue graph).

The magenta and green graph shows the influence of ionospheric scintillations. The spreading can be tempo-
rury in the order of several {0 dB-Hz, therefore, this effect must be considered for umproved accuracy, availabil-
ity and reliability estimations. The probability for C/No ratios lower than 20 dB—Hz is only 0.02 percent for both
frequencies. Assuming that such value of carrier to noise ratio causes a loss of locks the occurrence of seintilla-
tions should not to be sneezed.
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5. Satellite Availability

One of the most interest point is the satellite availability of GALILEO compared to GPS. In Fig.6 four different
situation are displayed. Fig.6a) shows the satellites in view at the 60" longitude over 1 day for the normal GPS
satellite constellation and an elevation angle of 10°. The number of visible satellites 1s varied between four |
which is the minimal number to get a position solution, and a maximum number of 12 satellites for short time.
Looking on the subfigure b) the same situation is calculated for the GALILEO constellation and it is easy to see
that in the worst case a minimal number of 6 satellites are visible for the complete simulation time.

For some applications a greater number of visible satellites are useful. Therefore, a combination of both sat-
ellite system is discussed. This means that both systems have to be compatible in a special way, but they must
not be identical. In this case the number of available satellites grows up to minimal number of 10. If the user
want to navigate in urban environments he has two problems: first problem is the multipath influence on to the
signal, which can be solved with new signal forms, and the second problem is the number of satellites in view
under high elevation angles (e.g. 35°). Using both systems the second point is solved displayed in Fig.6d). Com-
paring GPS only with GPS & GALILEO under an elevation angle of 35° it can be seen that both have nearly the
same distribution (see Fig.7 and Fig.8, St. Petersburg, 23 of May 2002). In 97% of the simulation time six and
more satellites are available for the positioning solution under high elevation angles. This one of the best reasons
to built-up an own European satellite navigation system. ’
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6. GALILEO Clock and System Time
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For all satellite navigation systems like GPS, GLONASS and GALILEO it is necessary to have a precise syn-
chronisation of all satellite clocks to a common time scale, called system time. The deviations of the satellite
clocks from this system time directly impact the accuracy of the navigation solution. Therefore, it is planned to
use passive H-maser onboard the satellite as the main clock in GALILEO. The passive H-maser has a greater sta-
bility as the caesium and rubidium clocks used by all other existing systems. In the case of a failure a switch be-
tween this H-maser and a hot redundant working rubidium clock will be realised. The system time will be pro-
vided by two Precision Timing Facility (PTF). One of the discussed assumptions contain that each PTF contain



an ensemble of 12 high precise caesium clocks steering an active H-maser. These clock ensembles ensure the
necessary stability of the system time.

The model of the time error of a physical clock can be divided into a deterministic and a stochastic compo-
nent, where the deterministic part can simply be modelled with a second order polynomial. The simulation of the
stochastic error behaviour of the clock based on the well known power law model for the output of an oscillator.
This model says that the stochastic error signal of an oscillator y(t) can be represented most suitably by means
of the following spectral density

S(f)= +Zhaz'fa fOl‘ fo,,
' a_—ZO for f=p

where fj, is the cut-off frequency and h,, is a coefficient.

The model covers all known stochastic noise types of an oscillator, which are called ‘random walk frequency
modulated noise (& = -2)’, ‘flicker frequency modulated noise (0= - 1)’, ‘white frequency modulated noise (o =
0)’, ‘flicker phase modulated noise (& = 1)’ and ‘white phase modulated noise (& = 2)’. The system time of a
satellite navigation system is normally not the time of a single clock but a so called ensemble time, which is cal-
culated from the measurements of many high stable atomic clocks.

The system time is normally calculated by using a weighted least square formulation. The NAV-SIM tool al-
~ lows the simulation of the error effects caused-by rea} physical clocks as well as the resulting system time error. -
In Fig. 8 the results of the simulation of the GALILEO clocks is depicted, which are passive H-masers and rubid-
ium clocks onboard the satellites and caesium clocks as the clocks for the system time generation on ground over
a long (about 34 days) time period. It is easy to see that the rubidium clock has the worst long time behaviour
and the caesium standard has the best long time stability. Therefore the Caesium clocks are the best choice for
generating a precise system time with a high long time stability. Fig.10 shows the simulation results of the sys-
tem time stability for the supposed use of 24 Caesium clocks and the stability of the emitted system time from
the satellites. The short time stability of the emitted system time is not so good than the ground generated system

time but better than a single Caesium clock.
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7. Conclusion

This paper presents at first an overview of the software tool NAV-SIM which was developed by the German
Aerospace Centre. 1t has highlighted some of the features of NAV-SIM which are suited to demonstrate the
possibilities of this simulation tool.

The currently available simulator can be used for the followmg types of analyses independent of the satellite
navigation system:
e estimation of signal states at the receiver input described by range and phase delays, the corresponding
rates and the carrier to noise ratio inside a temporal and spatial window
e composition of GNSS observations (ranges & phases) and corresponding estimation of the accuracy and
availability of positioning .
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extended composition of GNSS observations (range & phases) including an error generator model (re-
ceiver type dependent accuracy of range and phase measurements) and corresponding estimation of the
accuracy and availability of positioning

estimation of GNSS reliability by evaluation of several simulation runs with different spatial and
temporal windows for typical static and dynamic applications

It was shown that many aspects of satellite navigation system can be simulated with high accuracy compar-
ing to realistic effects (e.g. satellite clocks, system time, signal pulse shape). Using a special simulation scenario
the paper shows the necessity to built-up the European navigation system GALILEO, too.
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Abstract
Key words: Satellite navigation. C-band. Galileo, digital-beamforming antenna

Current satellite navigation svstems are based on signals-in-space in the range of some 1.2 10 1.6 GHz. A lot of exper-
ience exists about the quality of signals and their decoding in receivers within this band. Due to a recent frequency
allocarion, C-band additionally offers a new qualiry to satellite navigarion which has 10 be carefully investigated before it
can be used in any operational service. The aim of this paper is to shortly swmmarize status and expected performances
when using C-band frequencies for navigation by Galileo satellites. The paper assumes thar the reader is well aware abour
the performance of L-band navigation. That's why mainlv the differing aspects of C-band with respect to L-band use are
highlighted.

The paper describes the main technical aspects which affect the navigational accuracy of Galileo signals when making
use of C-band. Political or legal matters have not been addressed. The paper considers the signal chain which generally is
split into 3 sections. namely signal generation and transmission, signal propagation, and signal reception and decoding.
Emphasis is put on the anmosplieric signal delay (being smaller in C-band) and on the signal attenuation (being higher).

Additionally, a short overview is given on in-band interferences which are a very important issue because C-band
provides low interference levels. thus making it artractive for safetv critical applications (ar least on a regional basis).

This is followed by some assessments on the user terminal. including the antenna. it's because of the low signal levels
thar the receiver antenna design plays a very important role and is discussed in detail. Advanced beamforming and receiver
reclinologies can solve this problem and at the same time enhance the performance of the whole system decisively.

Finally, a condensed summary of all the findings with an interpretation of their effect on the total system performance is
given,

1. Introduction

Current navigation systems are bascd on signals-in-space in the rangc of some 1.2 to 1.6 GHz. Also the
present design of the Europcan Galileo system is looking to use this band. However, several navigation
frequency bands were allocated at WRC2000 by ITU. One of itis a 20MHz band from 5010 to 5030 MHz. This
"C-band” shall be used for downlink (space to earth) directions. The band is ARNS (aeronautical radio
navigation) protected. Another frequency band had been allocated to Galileo. That's the band from 5000 to
5010 MHz. This is to be uscd for RNSS (radio navigation satellite service) earth-to-space links and will not be
assessed for navigational use in this paper.

C-band offers a new quality to satellite navigation which has to be carefully investigated before it can be used
in any opcrational service. The aim of this paper therefore is to shortly summarize status and recent
investigations on the special qualitics when using C-band frequencies for navigation by Galileo satellites. The
paper highlights the diffcring aspects of C-band with respect to L-band usc.

Stress is laid on those aspects where differcnces exist between the use of L-band signals — as being used with
GPS — and the use of C-band frequencics. The following table presents an overview of the main different prop-
erties related to the signal:

Table I — Main signal properties being different between L-band and C-band

parameter L,-band C-band consequences for C-band

higher free space transmission losses
higher autenuation (rain, foilage)
higher atmospheric noise

less propagation delays (ionosphere)

carrier frequency 1575 MHz | 5020 MH:z

* & o o

*

PLL search time longcr if not optimized
mags carrier Doppler shift 5 kHz 17 kHz ¢ PLL loop bandwidth affected by
(static uscr) user acceleration and jerk

downconversion mixing frequency for higher complexity if double conversion
baseband frequency of 40 MHz 1535 MHz | 4980 MHz to IF needed




A signal design for C-band services within Galileo has not been pcrformed yet. On the other hand. the
frequency band to be used will have a width of 20 MHz. Accordingly it is assumed that the signal spcctrum will
be limited by the 20 MHz requiremcnt without considerable power in spectral lines outside this band. Thcrefore
the design of navigation signals within C-band is expectcd to be madc very similar to L-band frequencies.

Resulting from these considerations it is very likely that navigation signals generated on board the Galilco
satellites in C-band will have more or less an identical signal spectrum with rcgard to L-band, the only difference
being the carrier frcquency.

Also signal transmission in C-band is mostly a state-of-the-art technique because of the widespread use in
communication systcms, but with some higher frequencies in navigation. The following sections therefore
address primarily aspects of signal propagation and receive antenna. This includes considcrations about the link
budget for C-band navigation signals.

2. Signal Propagation

In this section, signal propagation in the atmospherc is addressed, subdivided into ionospheric and
tropospheric effects. Special emphasis is put on the signal delay (being smaller in C-band) and on the signal
attenuation (being higher).

Tropospheric delay

Since the atmosphere is not a homogeneous medium it generally will be divided into different layers. The
atmospheric delay in the lowerTayer (neutral atmosphere) is commonly called tropospheric deldy, although it
includes contributions both by the troposphere and stratosphere. The refractive index (n > 1) of the earth's
neutral atmosphere reduces the propagation speed of radio frequency signals. The gradient of the refractive
index with height causes additionally a curvature of the propagation path. Both effects lead in the sum to a delay
of satellite navigation signals in comparison to free space propagation. Delays in C-band and L-Band are
identical and the same correction models can be applicd. Typical models of the tropospheric delay calculate the
delay in vertical direction (zenith delay) and derive the delay at other elevation angles by multiplication with so-
called mapping functions.

The tropospheric delay can be expressed as an excess path in addition to the geometric path length by
integration of the tropospheric refractivity N=10%(n -1) along the curved path through the neutral atmosphere,
where n is the real part of the refractive index:

AL=10'°J'N(s)ds, (1)
L

Tropospheric attenuation

The path attenuation due to atmospheric gases is generally low both for L-band and C-band (less than 0.1 dB
at zenith). At L-band frequencies which are used by the current satellite navigation systems GPS and
GLONASS attenuation and noise due to rain are negligible. However, in C-band the rain attenuation and noise
increase and can reduce the signal-to-noise ratio during intense rainfall by some dB.

The specific attenuation ¥z in dB/km depending on the rain rate R in mm/h can be calculated by:

¥Yp = aR’[dB]. (2)
The coefficients a and b are listed for linear and vertical polarization and different frequencies in {1} .
Finally, the following values are obtained for L-Band and C-band by linear interpolation of the values and

conversion to circular polarization, with equations also given in [1].

Table 2, — Coefficients for specific rain attenuation

Coefficient L1 (1.2 GHz) L2 (1.6 GHz) C (5.02 GHz)
a 0.000059 0.000102 0.001146
b 0.9063 0.9252 1.1954

For L-Band, rain attenuation is negligible. For C-band, the specific rain attenuation is 0.28 dB/km for
R=100 mm/h and 0.65 dB/km for 200 mmvh.

The following figure shows the zenith attenuation due to rain and atmospheric gases for different rain rates
for a rain height (vertical extension of the rain layer) of 3 km.
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For elevation angles ¢ decreasing from zenith, the path attenuation rises by a factor of 1/sin ¢ .
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Fig.1. Zenith aitenuation versus frequency for different rain rates (rain height 3 km)

Tropospheric noise

By the realistic assumption that tropospheric attenuation is only due to absorption there is a direct relation be-
tween thermal noise temperature and attenuation (Kirchhoff’s law).

The noise temperature in path direction depends on the effective medium temperature of the troposphere (ca.
270 K) and the path attenuation. Thus the antenna noise temperature depends on the beam characteristic. How-
ever, the antenna picks up noise from all directions. For clear sky, the zenith attenuation in C-band is about 0.05
dB. 3 dB is an upper value for zenith rain attenuation.

For high elevation angles the noise figure for a hemispherical antenna is higher than the path noise. but for
low elevation angles it is vice versa.

Tropospheric scintillations are fast noise-like fluctuations of signal amplitude and signal phase due to shon
scale variations of the refractive index, which are caused by turbulences in the atmosphere, rain and clouds. For
elevation angles abovc 15 degrees, the fade depth for L-band caused by amplitude oscillations is less than 0.7
dB. For C-band, the fade depths are about 2 times higher than in L-Band.

lonospheric delay and attenuation

In the ionosphere, the refractive index is dispersive and the delay decreases with the square of the frequency.
Therefore the delay in C-Band is reduced by a factor of 10 in comparison to L, and by a factor of 17 compared to
L,. Because all correction models are based on the determination of the total electron content in the ionosphere
(TEC), the residual error depends linearly on the uncertainity of the TEC estimation. Due to the frequency de-
pendency, the resulting range error in C-band is also by the factor 10 to 17 smaller than in L-Band for the same
TEC unccrtainty. Therefore in C-band simple correction models are sufficient. For most of the applications two
frequency mcasurements for determination of thc TEC are not required. It is known that ionospheric scintil-
lations (amplitude and phasc) can lead to a signal loss in L-Band. However, when the signal still is locked, the
range vanations due to phase scintillations should also be reduced compared to L.-Band.

In contrary to the troposphere and stratosphere, the ionosphere is a dispersive medium, where group and
phase delay of radio waves have different signs and depend on frequency.

The delay of signals at frequencies above 100 MHz due to ionospheric refraction can be calculated by
neglecting high order effects by [2]:

TEC . (3)

where d,., is the range error due to ionospheric delays in meters, having positive sign for code measurcments
and negative sign for carrier phase measurements. fis the carrier frequency (Hz) and TEC the number of free
electrons within a column of 1 m? cross section along the propagation path.

Other effects like rotation of the polarization plane or the geometric Doppler shift will not be considered
here.

55



The magnitude of the effects depends on the carrier frequency and on the concentration and distribution of
the electron densities within the ionosphere. Similar to the temperaturc distribution within the troposphcre, the
electron density distribution is a very complex parameter.

Table 4 shows the ionospheric range error for typical maximum and minimum TEC values in zenith direction
(VTEC) for different frequencies. In L-Band, the zenith error can reach 18 m, in C-band the error is reduced by
a factor of 11 having a maximum value of 1.6 m. For lower elevations thc crror can increase by a factor of
3 to 3.5 due to the longer path lengths.

Table 3. lonospheric range error in zenith direction for low and high limits of vertical TEC values

Frequency TEC=10"%el/m? TEC=10"el/m?
100 MHz 40 m 4030 m
400 MHz 25 m 250 m
1.5GHz - 0.18 m 18 m -
5 GHz 0016 m 1.6 m
10 GHz 0.004 m 04 m

Additionally, short scale and short term variations of the electron density occur in the ionosphere, e. g. due 10
particle showers in the polar regions or instabilities in the equatorial region. Those ionospheric scintillations can
lead to short time signal fades of up to 20 dB and finally to the loss of a signal in L-band. This amplitude effect
is expected to decrease with frequency ,thus being smaller in C-band (roughly by a factor of 0.2).

Atmospheric influence

To summarize the frequency dependency of both tropospheric and ionospheric effects, Fig. 2 represents an
overlay of tropospheric attenuation and of ionospheric delay which are the driving factors for signal propagation.
It demonstrates that C-band represents a good compromise with respect to rain attenuation and ionospheric dc-
lay. The probabilities shown for the rain rate are indicated for ITU-R rain zone K (e.g. Munich).

100.00 f 2 S 2 = !

Range Error lonos. 100 mm/h
0.00'%

TEC=100

Uncorrected

Attenuotion
42 mm/n

10.00 Tropo. 0.01%

Stondqrd Corr.

Correction
with Maonitoring

Range Error in m, Attenuation in d8

1 1.5 S 10 100
Frequency in GHz
Fig.2. Frequency dependency of aimospheric errors in zenith direction
Free space loss

The investigations on atmosphere have demonstrated that signal delays in C-band are lower than in L-band
and also reduce the uncertainty by improper modelling or measuring (2 frequencies). On the other hand, signal
attenuation plays a dominant role in C-band. Two terms of attenuation are important. The first one has bcen de-
scribed already and is caused mainly by the content of rain in the atmosphere. The second type of "attenuation”
is the loss y;, between two isotropic radiators in free space. It depends on the range r and on the wavelength A:

4mr Y
Y, = (T’) (4)
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That is why for C-band (shorter wavelength) this loss is considerably higher than for L-band. However, it
must be taken into account that the RX signal level is independent of the wavelength, if transmitting-antenna
gain and receiving aperture are kept constant.

3. Link Budget

Having investigated thc most importent attenuation cffects. now a representative link budget for 5° elevation
is presented. It is based on Galileo orbits and the assumption that signal properties on board the satellites arc the
same for L-band and for C-band. Results arc given for two diffcrent rain zones (assuming a system availability
of 99.99% and 99.999% respectively) and two different types of receive antennae for C-band.

Table 4.  Link budgets for equal L, and C band transmit powers

Rain zone L, 5°, 99.99% Rain zone Q, 5°, 99.999%
Ly C C high gain L, C C high gain
Satellire power [dBW] 14.7 14.7 14.7 14.7 14.7 14.7
Sarellite antenna gain [dB] 15 15 15 15 15 15
Output filier insertion loss [dB] -1.5 -1.5 -1.5 -1.5 -1.5 -1.5
EIRP [dBW) 28.2 28.2 28.2 28.2 28.2 28.2
Free space loss [dB) -184.4 -195.5 -195.5 -184.4 -195.5 -195.5
Troposheric anenuation [dB] -0.4 -1.6 -1.6 -0.4 -3.8 -3.8
RX signal level [dBW] -156.6 -168.9 -168.9 -156.6 -171.1 -171.1
RX anienna gain [dB] 3 3 18 2) 3 22
Noise power density [dBW/Hz] -210 -208.9 -206.8 -210 -205.8 -205.4
C/Ny (antenna output) [dB/1iz] 56.4 43 55.9 56.4 37.7 56.3

The table reveals the wider range of rcceived signal levcls in C-band with respect to L-band. This is caused
by the variations in troposphere depending on the scvereness of precipitation. The attenuation varies largely
from dry air to wet air. Such a variation comes in addition to the variation of free space attenuation duc to thc
change in distancc to the satellite. Larger signal lcvel variations requirc a more sophisticated gain control within
the receiver equipment.

For Europe (rain zone L) there is a 13 dB degradation in C-band when similar receive antcnnae are to be
used. This could be compensated by an 18 dB antenna gain leading to a comparable C/N, . For worst prc-
cipitation conditions (rain zone Q with a 0.001% probability) at a very low clevation angle of 5° the receive an-
tenna gain theorctically has to be 22 dB to get equal carrier-to-noise performance between L-band and C-band.
This requirement will be further discussed in section 6.

This comparison shows the most critical issue when using C-band frequencies for navigation, i.e. signal
level. Some countermeasures have to be taken to compensate for this considerable deterioration of the reccived
power level. But before discussing this, an additional noise effect of the receiver hardware has to be studicd.

4. Receiver Noise

In order for the GNSS receiver to successfully derive pseudoranges to the selectcd space vehicles (SV), the
code and the carrier signals of the desired SV must be restituted simultaneously. Consequently the GNSS signal
acquisition and tracking process is a two-dimensional (SV code and carrier) signal correlation proccss. The
GNSS recciver must keep the phase and frequency of its own replica of the code and carrier signals at maximum
correlation with the desired SV codc and carrier phase, including Doppler shifts.

Operation in C-band affects the signal processing by the shorter wave length and by higher dielectric losscs.
The wavelength has to be considered for the antenna design (discussed in later paragraph). The effect of
additional material losscs is assumed to be less than 0.5 dB and will be neglccted here.

In GNSS receivers, the PLL to track the carrier frequency is the most critical signal restitution part. Thus the
performance of the PLL can be used to express the performance of the whole receiver. A scheme for a typical
carrier tracking loop is shown in the subscquent figure.
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Without explaining this structure, attention should be concentrated on the numerical controlled oscillater
(NCO) in the lower left corner, producing 1 and Q reference frequencies. This oscillator is steered by a
processor, but also is influenced by external physical factors illustrated in the scheme by two arrows from
beneath. That is because a crystal oscillator is affected by temperature changes (mostly long term variations) but
also by very short variations (vibrations, gravity when changing attitude). Those short-term variations induce an
additional noise on the carrier frequency within the receiver.

Generally the carrier tracking error varies with the square of the carrier frequency. This is caused by the low
frequency phase noise of the local oscillator. If the total measurement errors induced by the PLL/FLL exceed
the tracking thresholds (i.e. the effective C/Ng below which the carrier tracking loop no longer can be hold
locked) the receiver cannot detect the signal. Because of the high non-lincarity of the tracking loops, it is very
difficult to analyze the true tracking performance of the receiver. However, rules-of-thumb can be used based on
equations that can approximately predict the dominant measurement errors {3] .

As an example, for a PLL the 1-sigma rule-of-thumb lock condition can be expressed by the following formula:

2 6 3
Gy S O O ¥ ;’ S (5)

with orprr. PLL total measurement error

o/ jitter induced by the Allan variance of the crystal oscillator
Ov jitter induced by vibrations of the oscillator
Op, dynamic stress error of the PLL

Several simulations have been run to test the expected performance of a C-band receiver carrier tracking loop
in comparison to a similar L-band receiver. The results are depicted in figure 4.

It can be seen that because of the vibration and stress error and the Allan variance jitter, the C-band PLL at
B;=18 Hz cannot operate in lock state. In order for the PLL to operate in lock, the bandwidth has to be changed
from 18Hz to 25Hz. Then the minimum C/N, required to achieve a tracking threshold of better than 15 degrees
changes from about 27dB-Hz in L-band to about 32 dB-Hz in C-band. Therefore a comparable tracking per-
formance to L-band can be reached in C-band by a 5dB-Hz larger C/N, only.

In order to compensate at least partially for this 5 dB loss, an FLL-aided PLL can be used for C-band. That's
because a FLL greatly outperforms a PLL in dynamic stress situations but the measurement accuracy is lower
than that of a PLL. Therefore an optimal combination of PLL and FLL has to be developped. The disadvantage
of C-band for such a technique is anticipated to be 2.5 dB (in table 5 namcd "equivalent dynamic PLL loss").
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Fig. 4. Total PLL tracking jitter for a third order carrier loop
5. Interference

The band 5000 -5100 MHz is primarily allocated to acronautical radionavigation. Currently it is being used
for operation of Microwave Landing Systems (MLS).

The band 5010-5030 MHz was allocated for satellite navigation on a primary basis. To date, there are no
other satellitc navigation services besides Galileo planned for this band. There are some (less then 5) aircraft-
carrier based systems known in the UK which operate in the band 5000 - 5030 MHz but arc only used on sea. In
the opcrational radius of these systems, disturbances to satellite navigation receivers may be cxpected [4]. These
arc the only in-band interferers known for C-band.

More critical is the MLS Band, wherc sometimes out-of-band interference from MLS above 5030 MHz could
occur. Until December 2015 the frcquency range 5091-5150 MHz is also used by feeder links for fixed satcllitc
services. Galileo C-band receivers in aircrafts must be protected by suitable filtering, to make sure that they do
not rcceive power above 5030 MHz on one hand and do not cause harmful intérference to the MLS equipment
on the other hand.

A new source of interference could appear with the introduction of ultra-wideband systems (UWB) . These
are systems which transmit very short pulses’in a bandwidth of up to 25% around the center frequency and I
therefore could cover several allocated neighbouring bands. The peak power €an be 1 kW. Potential
applications are in radar detection, remote sensing and communications as well as for the mass market and
industry. First tests in the USA have shown that a single UWB can cause harmful interference to GPS-receivers
[5). In the near future, UWB systems will be used only with low power as unlicensed services. This type of
interference is a similar threat to C-band as well as to L-band. However, signal power decreases much fastcr in
C-band with growing distance from the interfering sourcc. - 5

Thus, presently the danger of harmful interference to satellite navigation receivers is considerably smaller in
C-band than it is in L-band. In-band interferers are not known with the exception of some aircraft-carricr based
systems in the UK. Due to the higher free space transmission loss the rangc of interferencc sources is smaller in
C-band than in L-band.

6. Requirement for user antenna gain

Having investigated all factors for the carrier-to-noise ratio, now we are able to look at a representative link
budget comparison between L and C. This calculation uses the same signal propagation assumptions as in table
4 but a different transmit power of 125W for C-band. This power level is technically feasiblc but requires
additional ressourccs (power, weight). Results are given in Table 5.
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Table 5. Representative link budgets for equal C/N, (rain zone L. — Europe, 3" masking angle)

L, C
Saiellite power [W] 30 125
Satellite power [dBW] 14.7 20.9
Satellite antenna gain [dB,] 15 15
Output filter insertion loss [dB] -1.5 -1.5
EIRP [dBW] 28.2 344
Freespace attenuation {dB] -184.4 -195.5
Troposheric attenuation [dB] -0.4 -1.6
RX signal level [dBW] -156.6 -162.7
RX antenna gain [dB] 3 15
Noise power density [dBW/Hz] 2210 -206.8
Equivalent dynamic PLL loss [dB] 0 -2.5
PLL effective C/N, [dB/Hz] 56.4 56.6

This budget demonstrates that navigation by using C-band signals is possible if a directive antenna of some
15dB gain is used at user sites. On the other hand, without such a type of antenna, tracking of the signals in most
cases 1s not possible. At rare occasions of higher rain rates, tracking performance is degraded further. However,
this can be compensated by excluding low elevation angles (results above are for a mask angle of 5 degrees).
Morcover, therc is less interference noise in C-band. However, presently this cannot be quantified.

i User Antenna

The explanations on signal propagation above indicate that in C-band a compensation is needed to cope with
the signal attenuation by free-space loss and troposphere. One countermeasure is to use directional user
antennae with medium gain instead of low-gain hemispherical characteristics. Interferences causcd by multipath
propagation and jammers can be reduced by enhancing the signal-to-noise ratio in the direction of the satellite
and lower the gain or generate nulls towards the interferer. This results in a higher accuracy of the navigation
system. For the navigation process, at least four satellites are necessary. Including more satellites will enhancc
the exactness and reliability of positioning. Thus, the antenna must generate at lcast four beams with autono-
mous beamforming and steering to guarantee the required links for any satellite constellation and any alignment
of the user terminal. For all-in-view receivers, generally a higher number of beams is required. Moreover, suit-
able algorithms are necessary to track the satellites and detect code multipath propagation and interferers.

An advanced technique to realise a smart multibeam antenna with the required flexibility is the concept of
digital beamforming (DBF) [6]). To demonstrate the principle, a scheme is shown in Figure 5 for a system of
four antenna elements. Each antenna element is equipped with a complete receiver path including low-noise
amplificr, mixer and analog-to-digital converter, whereby the bcamforming procedure is complctely shifted to
the processor. In contrast to conventional phased arrays which require complicated and costly multibeam
architectures and networks, no electronically tuned components are necessary at RF-level. The accuracy can be
enhanced significantly using calibration and error-correction procedures to compensate for drift effects and keep
the quality of data independent of extcrnal physical influences.

Within the framework of a recent user antenna development, a demonstrator with a 5x5 C-band array was
dcvelopped and tested [7]. The size of this 55 array is about 23 cm x 23 cm which is significantly smaller than
a comparable antenna in L-band (80 cm x 80 cm). A precise beam-steering capability for scan anglcs of +180°
in azimuth and 0...60° in elevation direction was demonstrated. Figure 6 shows thc pattern for onc bcam. A
gain of 12dB could be achieved (figure 8). Howevcr, the gain decreases for low elevations at higher scan angles.
This effect may be compensated by a larger antenna using more than 25 elements. An cxamplc for sidc-lobe
control is depicted in Figure 7. An overall side-lobe level of -25 dB can be achieved for all scan angles.
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Fig. 5. Principlc of a digital beamforming antcnna with 4 elements

The generation of multiple decep pattern-nulls was also demonstrated (Figure 8). A cut in the plane ¢ = 0
{A-B) shows the very accurate location of the null with a signal rejection better than 45 dB. This was only
achicved by using calibration and error-correction procedures taking into account mutual couplings of the
antenna elements.
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8. Conclusions

Although the investigations presentcd here do not cover all aspects of C-band for navigation, it is obvious
that there is a dcgradation of the reccived signal-to-noise power ratio with respect to L-band. On the othcr hand,
C-band provides a nearly interference-free environment with low signal delays in ionosphere.

The signal propagation loss can only be compensated by increasing the power of the radiated signal on board
the satellite and by using a directive antenna on board the user platform (directive antennae on board the satellite
for regional services have not been considered in this paper). The effective link budget of paragraph 6 has
shown that a transmit power of 125 W may be effective and a receive antenna gain of 15 dB is needed.

By using modern antennae techniques such a gain seems to be achievable although the prcsent technological
dcvelopment is not yet in a state that the antenna gain requirements will be met by a compact antenna (5x5
elements), particularly in critical situations (low elevation angles, high user dynamics).

Additionally the receiver for C-band will also be more complex. It is due to these complexities on receiver
and antenna unit (and on the satellite) that navigation in C-band is expected to be be reserved only to specific
services, in particular safety-critical applications because digital bcamforming antennae additionally improve the
ability of the receiver to suppress multipath and jamming interference.

C-band is less susceptible to ionospheric disturbances but more sensitive to atmospheric effects (in particular
precipitation). This leads to a less uniform performance level on a world-wide basis.

The MLS-band above 5.03 GHz may be phased out in the future. If this will happen, an extension of the 20
MHz navigation band to higher frequencies will offer more bandwidth which can be used for additional services.
Therefore C-band offers the potential for future expansions.

Without going into technical details, the results of the investigations can be summarized in a simple table
showing the most important advantages and drawbacks for navigation by C-band signals:

pros cons remarks
additional ressources on board the { ¢ high power amplifier
satellites required * increased power consumption
more complex user equipment e  beam forming antenna needed

¢ low noise local oscillator needcd
e  Doppler tracking more complicate

increased interference and ¢ low-intcrfercnce band

multipath resistance ¢ use of compact directive user antcnna

¢ higher power forced for an intentional
external jamming signal

low propagation delay reduced ionospheric influence
potential for future expansion if frequency band extended to frequencies above
5.03 GHz
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Abstract
Key words: control, navigation, accuracy, integrity

The problem of usage of the information from satellite navigators is connected to mining of the applicable monitoring
facilities, which one will allow to supply an indispensable level of navigational data integrity. The primary estimation of
quality of the satellite information grounded on the autonomous control of integrity of the receiver, appears poor and for
these purposes it is necessary to elaborate the onboard monitoring system, which one would use the data from everything,
included in a structure of a navigational complex of sensors. In the article it is offered as such system to use a system built on
principles of a statistical check and permitting to define veracity of the information or to give warning message. The function
ability of a tendered method confirms by outcomes of mathematical modelling.

Introduction

The introducing of satellite navigation systems introduces the new contents to navigational maintenance of
flights. The split-hair accuracy of definition of navigational parameters allows to fly in conditions of high
intensity of an air traffic, and the full deployment of systems GPS and GLONASS allows to fly, in any
geographic region, making modifications in concept “no oriented” terrain. Having the rather small cost, on the
one hand, and split-hair accuracy of definition of navigational parameters on the other hand, SNS are entered in a
structure existing and again of developed an integrated flight navigation system (IFNS).

1. Structure of a navigational complex
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Fig. 1 Pattern of a navigational complex

The structure IFNS is determined by assigning of an aircraft and circle of problems, which one it should
decide. In the general case, the structure of a navigational complex actuates following (fig. 1):
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- Means ensuring autonomous dead-reckoning;
- Compass systems;
- System of air signals measuring true air speed, altitude of flight and parameters of atmospherc;
- Doppler sensors of ground speed and angle of drift;
— Radio systems;
—  Satellite navigation systcm;
—Navigational computing system.

Such structure of IFNS provides fulfilment of flights, using principles of an arca navigation. in any physics-
geographic conditions.

The off-the-shelf onboard flight manager systems (FMS) concern to the most composite equipment IFNS,
which one rcpresent an overall system, a leading particular by which one is the calculator. Operating the large
database. FMS provides problem solving of navigating with a given level of accuracy for an established airspace,
using for this purpose the data of navigation aids which are included in a structure }FNS.

The -algorithmic maintenance FMS, decisive problems of navigating, controls input data, rejecting a
unreliable information, and at the expense of usage of information redundancy achievable by usage of the
information from all navigational scnsors IFNS, the high reliability of an output information is reached at
minimum interference of flight crew.

2. Principles of construction of a integrated data processing

The integrated data processing, as a means of increase of accuracy of definition of navigational parametcrs; s
esteemed as a problem of applying of an optimum Kalman filter (KF) or suboptimal filter for an estimation of
inaccuracies of all-inertial calculation. _

At formation algorithm pattern of an integratcd data processing the following factors were taken into
account:

1. Split-hair accuracy of definition of navigational data by aircraft receivers of satellite signals, which one on one
- two order of above conventional radio systems.

2. Distinctive features of the satcllite information: influencing of poor geomctry on accuracy of definition of
output parameters SNS, capability of interruption of the information, bound with poor quantity of satellites in
a field of view, uncertainty of knowledge of the statistical characteristics of inaccuracics SNS in a current
instant, gang of constellations and gentle noiseproof features.

3. Necessity of maintenance of a given level of accuracy and integrity at each phase of flight in an airspace with
the established type RNP and signal conditioning of warning about impossibility of fulfilment of scheduled
operation.

The parameter of accuracy of holding of the navigational characteristics represents the determining factor of
the new concept of the demanded navigational characteristics (Required Navigation Performance - RNP), which
one modern FMS should provide, but at usage SNS 1n a structure IFNS with the relevant parameter to become
not only accuracy of holding of lateral and longitudinal separation, but also information integrity. It requires
mining such methods of verification of navigational data, which one would allow to use this system at all phases
of flight and in any locales, even with the very stringent type RNP.

Numerically integrity expresses by a degree of confidence to a regulanty of the information giving IFNS and
time of warning to crew when the information should not be used for fulfilment of planned operation.

In a fig. 2 the skeleton diagram of algonithm of an integrated data processing is adduced. Presence in a
structure of such functional modules, as module input and outgoing control, modulc of crude estimates and
module of a reconfiguration allows to provide continuous monitoring behind a condition input, intermediate and
output information.
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Fig. 2. Skeleton diagram of algorithm of an integrated data processing
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3. Principles of a building of a system of the control

In the general theory of monitoring systems select a functional check executed during operation of a
system, which one actuatcs the monitoring systcm grounded on coprocessing of thc information, entering
from several sensors.

The problem of the control actuates four ports of reference are problems of failure detcction, localization
of failure, estimation of its lcvel and rcconfiguration. As a rcsult of a reconfiguration the information
aggravating common quality of systcm operation, is eliminatcd from further proccssing.

Pursuant to definition of intcgrity, apparently, that problems of the control, bound with definition ol
hardware failures in IFNS, arc supplemented by ncccssity to analyze aloft quality intermcdiate and output
information with the purpose of definition of impairment of its quality and exception of the unsuitable data of
processing and process of calculus of output navigational data.

The necessity of maintenance of the requirements RNP1 or even more stringent rcquirements on accuracy
of holding of navigational parameters, and also feature of operation SNS and nature of bchavior of
inaccuracies SNS, results in a-problem of mining of such principles and methods of verification, which one
would allow to execute of monitoring behind a condition of output parameters IPD ineach current instant,
providing a given level of integrity. The solution of this problem is grounded on principles of a statistical
check used as for the intermediate information - algorithm of crude estimates, and for an output information.
Intermediate and outgoing control are founded on usage the identical approaches and methods of a statistical
sorting of abnormal measurements. - - = - - 2

The monitoring system apart from all functions tolerance and parameter momlormg executes functions
of maintenance of an output information integrity.

The rough estimation unit is intended for smoothing of the information and exception of abnormal
signals received from SNS. g

The special place takes a module of a reconfiguration, which one dcpending on a condition of an input
information, phase of flight, of outcomes of an outgoing control and solved problem should reshape pattern
IPD.

The incoming control is grounded on feature analysis of a condition of systems participating in an
integratcd data processing, on the analysis of outcomes of the test control and parameter chcecking (in a case
triple or dual inertial system).

The outgoing control is a closing stage on a state estimation of output navigational data 1PD. Presence of
uncertainty in knowledge of the statistical characteristics of inaccuracies SNS, dynamic effect of aircraft
motion, the geometrical factor of arrangement of constellations can render negative influencing on an
estimation of navigational parameters, that requires the continuous control.

For an estimation of quality of the information the following problems (fig. 3) are decided:

The t-second sliding interval is selected, the selection which one is conditioncd:

- by sufficiency of quantity of measurements for realization of a statistical analysis (definition of
expectation and dispersion);
- by a simplicity of definition of a detection timc of an abnormal signal;
- by a small data volume, that allows to realize algorithm of a statistical check in the onboard
calculator.
Outgoing from a normality of a distribution law of inaccuracies of the data SNS [3] and probability of a
falsc alarm equal Q=Q,, the confidence interval is under construction.
The abnormal measurement is determined, which one is identified at fulfilment of a following inequality:

Xi = O set Osel E

The ranging of abnormal signals with usage of statistics 8(k), given accuracy of definition of parameter
and frcquency of occurrence of an abnormal signal is carried out on the basis of a dispersion two adjacent ¢
of intervals k, k+1 statistics 0(k) is evaluated; the excess of statistics 8(k) of boundary value Opndar
dctermines an abnormal signal and time of its occurrence.

- 0(k)2 Opoundary the abnormal signal such as "rejection” is identified;
~  at 0(k)< Oppundary a0d X; 20y, ,/()bou,,dm.y signal such as "spike"” is identified;

— if there are some series abnormal signals, thesc measurements are assorted as "serial”.
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The boundary value 8,40~ demonstrates, that the large value 8(k) is not random, and the normality is
upset. The value 8(k) obeys to a distribution law %’ and is selected is tabular {4] on the basis of degree of
freedoms of compared sampling.

Permissible 0,., is selected outgoing from maintenance of the given requirements on accuracy with given
probability. It also tabular value [5].

STATISTIC CHECK
/ \
SNS check IPD output check
Y 2
Estimation check Prediction check
v
Definition of EV and RMS on a ¢-second interval
v
Calculation of a confidence interval
v
Calculation of yardstick of quality §
v
Ranging of a monitored signal
v
" Selection of permissible and boundary value 8 2
Approximation by LSM method Formation of
3 reconfiguration tag
Formation of unfitness signal
+ * \ 4

On the reconfiguration unit

Fig. 3. The scheme of construction of a statistical check

¢ Atusage as an output information of the data SNS the approximating of an instrument parameters X(t) by
a method LSR on a #-second interval will be used. The approximating curve X(r) is expectation of
parameter computed from a condition of maximum likelihood.

¢ On the basis of the analysis of statistics 8(k) on an output IPD the tag of a reconfiguration of output
navigational data or signal of unfitness is reshaped, if the reconfiguration does not allow to ensure
demanded accuracy and integrity for fulfilment of scheduled operation.

¢ Outgoing from boundaries of integrity demanded for a definite phase of flight, aircraft running speed and
given time of an illegal crossing of the frontier the alarm signal is reshaped.

The offered technique was tested by an analytical method and method of mathematical modelling under the
data obtained at test of systems "SNS-2" and "SNS-3" (a fig. 4 -5).
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Fig. S. root-mean-square deviation of a signal, yardstick of quality and tag of unfitness
( 1 spike + 1 rejecting + serial of bad signatls)

4. Principles of construction of an outgoing control

Module complcting pattern of a integrated data processing, is the module of an outgoing control. The given
module executes continuous diagnosing of output navigational data, controlling them accuracy characteristic,
and decides two problcms:

- using methods of a statistical check, finds out an abnormal signal, arresting time of its occurrence, carries
out matching with 8, and reshapes tag for a reconfiguration unit;

- by activity of the filtcr in a mode "predic” is conducted continuous monitoring of an output information and
the time is dctermined, at which one the inaccuracies of definition of navigational parameters can leave for
established boundaries of accuracy.

In a fig. 6 the flowchart of an output statistical check is adduccd, the pattcrn repeats which one in many
respects algorithm of crude estimates, but the qualitative values of yardsticks have other filling.
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Fig. 6. The flowchart of algorithm of an ouigoing conirol

For the solution of a problcm of an output statistical check thc t-second sliding interval will be used.
The algorithm of an outgoing control decides following problems:

- definition of expectation (M) and root-mean-square deviation (o), received representative on a k-ohm an

interval:
Where n - number of measurements, k - number of an interval;
. 2
e c ; :
- definition of a parameter 8, = ";' {4], which one allows to check up a hypothesis about presence of
c
k

abnormal measurement. The value 8,,, is random, obeying to a distribution law %2;
- matching of value of an index 8,,; with the applicable acceptable value, which one is selected from a
condition of maintenance of permissible probability of an output for established boundary of an accuracy

index. At excess of selected value 6,,, the tag for a module of a reconfiguration is reshaped.

5. Output "prediction" check

By activity of the filter in a mode "predict” for definition of preventing of an aircraft output for established
boundaries of given accuracy is executed by output "prediction” check. The designed algorithm decides
following problems:

- determines aircraft position determination navigational component errors depending on an parameter of
accuracy, phase of flight or from accuracy of an aircraft position determination for the solution of special
problems, flying speed;

- determines magnitude of error of position during a given time period T3an, which one is determined by a
run time of planned operation both magnitude of error of a coordinates setting and speed at the moment of
the filter drift in "predict”™;

- on the basis of the comparative analysis of given and computational inaccuracies the tag K., for a module
of a reconfiguration is reshaped in case of excess T,

Navigational component inaccuracies A,,, is determined:
Anav =A- AFTE9

Where - A - given accuracy of a coordinates setting of aircraft position;
Afre - inaccuracy of a piloting technique.
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The magnitude of error of a coordinates setting and speed at the moment of the filter drift in "predict” is
determined in a module of an output statistical check on the basis of the statistical characteristics: expectations
mg, and G, received on a t-second interval.

Computational prediction the value of navigational component inaccuracy on a time period T, is
determined:

Apredz = (mvz +2°vz )rgiv ’

Apreds = (m\‘s + 20\'5 )rgiv ’
where

Myy s Myo - expectations of inaccuracies of component ground speed in lateral and longitudinal
directions;
0,, . Oy - root-mean-square deviation of component inaccuracy of ground speed.

At omission even of one of inequalities:

Bpay S Apredz ’ Anav s Apreds ’

the tag for a module of a reconfiguration is reshaped.

The outcomes input, intermediate and outgoing control can be such, that at the selected configuration IPD the
scheduled operation can be executed only at some limitations (for example, there can be time constraints of
fulfilment of operation) or can not be executed.

6. Reconfiguration unit

The reconfiguration unit, collecting the information from all modules IPD, should select such operational
mode and use that information, which one would provide the solution of a scheduled problem, i. e. would
provide property of an adaptivity of algorithms IPD to varied conditions of operation. The module of a
reconfiguration should allow:

—  Structure of input navigational vector;

— Conditions of operation (fig. 7): a phase of flight, condition of intelligence systems and sensors,
requirement on accuracy, which one are determined by the type RNP or the special requirements are set, which
one are indispensable for fulfilment of scheduled operation;

— Outcomes of an outgoing statistical and prediction check, which one provides integrity of output
navigational data.

The analysis of operation conditions
Flight phase analyze Systems condition Requirements on accuracy Output check
analyze analysis results analyze
] | |
Rout IRS fitness/unfitness RNP type
[ l I I
Terminal SNS fitness/unfitness Special requirements by Statistic check
accuracy results analyze
Approach l
Predict check
results analyze

Fig. 7. Schemes of the analysis of operation conditions

Depending on what equipment installs aircraft on board, the module of a reconfiguration selects
indispensable pattern IPD.
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The conditions of operation are determined:

¢ By phase of flight, which one is characterized by a given level of accuracy and integrity of definition of
navigational parameters;

¢ By fulfilment of aircraft manoeuvring, which one can result in occurrence of transients of a filtration and
instability of estimations;
¢ By condition of systems and sensors participating in an integrated data processing, the data which one
communicate with a system of incoming control by results of a built-in check, tolerance check and
parameter check. The module of a reconfiguration reshapes pattern IPD and selects a filtration mode from a
case:
- Faultiness or inauthenticity of output parameters of one of sensors,
- Failure or unfitness detected by results of incoming control of the receiver SNS at realization of the
autonomous integrity control,

By the type of a solved special problem, which one can be characterized by a heightened tolerance
requirement of navigational data, and also requirements to maintenance of a self-sufficiency of fulfilment of
aircraft flight. In this case reconfiguration unit also should select the applicable mode of a filtration and structure
of input navigational data.

The outcomes of an output statistical and prediction check provide integrity of navigational data. In case of
impossibility of fulfilment of scheduled operation, the warning message in a module of a reconfiguration, which
one is given on the basis of bulk analysis of a condition of systems, of a phase of flight makes a decision on a
reconfiguration of algorithms 1PD or the warning message, with the indicating of time is given, when the given
requirements will exceed an established level.

7. Outcomes of mathematical modelling

The method of mathematical modelling affirmed functionability of designed algorithm of a reconfiguration
IPD of a federated system receiving the information from an inertial system and SNS. In a fig. 8 the chart of
behavior of error of coordinate (latitude) is adduced at flight in a zone of an aerodrome at normally operating
sensors (accuracy of a coordinates setting according to the requirements should to make 660 m) and at the
introducing of contingencies by activity IPD. As contingencies were esteemed:

- Impairment of instrument error of an inertial system (on a time period =550-1000 sec);

- Dilution of precision of definition of navigational parameters SNS (on a time period r=1550-2500 sec);
— Absence of the data SNS (at /=3550-4500 sec).

— Failure of an inertial system.

As it is visible from the reduced chart, the algorithm of a reconfiguration reacts to a contingency, controlling
activity IPD and providing fulfilment of scheduled operation.

Conclusions

The designed monitoring system, apart from conventional tolerance and parameter check, provides detection
and sorting of abnormal signals, bound with features of measurements SNS and quality of operation of
algorithms of a filtration

The introduced system of an in-flight monitoring of integrity of navigational data grounded on principles of
statistical processing and optimum filtration, provides demanded quality of the navigational data at all phases of
flight, including not precision landing approach, at the expense of actuation in a structure of a reconfiguration
unit. In case of impossibility of fulfilment of scheduled operation gives to crew a clearance signal..
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Abstract

= ' Key words: Ambiguities, GPS, Galileo, RTK receiver

We review the planned modernization of the Global Positioning System (GPS) and the development of the European Galileo sysiem, thereby
concentrating on the high-precision carrier phase and code signals eventually available to the GNSS user commumty for fasi and precise
Real-Time Kinematic (RTK) positioning.

High-precision GNSS positioning results are obtained with carrier phase measurements, once the ifteger cycle ambiguities have-been
successfully resolved using also code measurements. A geometry free and a geometry based approach for ambiguity resolution are discussed.
The first approach is conceptual Simple but we will show that high ambiguity success rates for a combined hybrid GPS/Galileo system can
only be obtained with the second one. The reason is that all ranges are linked to the same three baseline coordinate unknowns, instead of
dealing with a double difference range unknown per satellite-pair.

RTK positioning requires forming of double differences of carrier phase and code observations between two satellites, a reference station and
the roving receiver. Three scenarios (short, medium and long baseline) are discussed. The calegorization refers to the baseline length (<3 km,
20 km and 400 km) but more important than baseline length are atmospheric conditions which are characterized by double differenced
tropospheric and ionospheric delays.

Ambiguity success rates for each scenario and for each satellite configuration are calculated as a function of time for a whole day. Each
attempt to resolve ambiguities relies on data from only one epoch, i.e. we consider instantaneous ambiguity resolution. The method to
calculate (instantaneous) success rates is a based on an approximation called bootstrapping, a sequential process in which ambiguities are
fixed (hard-constrained) to integers one-by-one, each time accounting for the statistical correlation with the remaining ambiguities.

As a result we find a decrease of the ambiguity fail rate (i.e. one minus success rate) for a 4 frequency hybrid GPS/Galileo system compared
to the dual frequency GPS system. The improvement is largest for the short baseline scenario where the fail rate decreases from 0.24 % to
less than 0.000001 %. For medium baseline lengths it decreases from 63% to 6% and no improvement can be seen for long baselines. The
improvement is attributed mainly to the increased number of satellites and to the improved geometry. The main performance limiting factors
are the uncertainty in the ionospheric delay and to less extend the code measurement error.

The ultra high instantaneous ambiguity success rate for short baselines opens new fields of applications for RTK positioning like avionics.
In that fields the high RTK positing accuracy might yield new applications of satellite based navigation.

1. Introduction

Undoubtedly, the GPS modernization program (GPS II R-M, GPS IIF/1II) as well as the setup of the anticipated European
counterpart Galileo will prove to be highly beneficial for Real-Time Kinematic (RTK) positioning. GPS Block IIR-M and IIF
will both transmit the unencrypted L2 civil signal on the second carrier frequency making the tracking of this signal much
more easier and reliable. GPS 1IF/111 and Galileo will also provide a third frequency that can substantially aid in the process of
carrier phase ambiguity resolution, often called TCAR (triple carrier phase ambiguity resolution) or MCAR (multiple carrier
phase ambiguity resolution).

This paper focuses on the high-end receiver and RTK application market. After outlining the anticipated frequency scenario for
a combined GPS/Galileo receiver, a brief review of current RTK systems is provided. Technological improvements for RTK
positioning are expected to be made with software correlation receivers, tightly coupled inertial navigation systems and
modern wireless communication technologies within the next receiver generations. Galileo specific improvements regard a
more reliable ambiguity resolution method. The ambiguity success-rate (resp. fail-rate) is calculated with a geometry-based
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model for a GPS only receiver and a hybrid GPS/Galileo receiver based on the LAMBDA method [Teunissen. 1993]. Since
only instantaneous ambiguity resolution is considered, which is based on a single epoch of data, no distinction between a
moving and a stationary receiver is necessary. The ambiguity success-rate increases significantly for short and medium
baselines by using a hybrid GPS/Galileo receiver. It depends for a given satellite constellation mainly on the uncertainty of the
differential ionospheric delay. Therefore accurate ionospheric modeling by a network of reference receivers is necessary. In
principle also very accurate code measurements (<10 cm) yield very high success-rates. The implications of both points on the
receiver design are discussed at the end of the paper.

2. New RTK Boundary Conditions due to GPS IIF /Galileo
(A) The GPS Case
Current Situation - GPS C/A Code

The current constellation of GPS Block Il and 1A satellites provides C/A code on L1 only, whereas the encrypted P-code is
modulated on both carriers, L1 and L2. The actual transmission power lies approximately 5.5 dBW above the specitied one.

GPS Modernization — L2 Civil Signal

GPS Block IR, the so-called replenishment satellites, are launched since 1997 to replace the older Block II (and I1A) vehicles.
The major difference between Block I1A and IIR satellites lies in the altered antenna phase center and the longer design life
time. A modernized version (Block IIR-M) is planned for 2003 with the C/A code and an the L2 civil signal (CS) being
implemented on LI resp. L2. Furthermore, the military M-code is expected to be modulated on both carriers.

Albeit GPS Block IIR-M will not offer a third frequency, tracking the L2 carrier will become significantly easier and the
signal-to-noise ratio on the second frequency will improve. This fact is also important for kinematic applications since
ionospheric disturbances may cause loss-of-lock esp. on L2 much easier for current GPS than for GPS IIR-M due to the
accessible civil code on L2.

GPS Modernization - New GPS Signal on LS

Generally speaking, apart from the availability of an additional third frequency itself that may enable fast ambiguity resolution
(see below), the civil code on L5 can be considered to be similar to the existing P(Y) code, i. e. the power spectrum is
analogous and the multipath envelopes are identical to those for the P-code ranges. The LS signal allows coherent tracking of
phase and code and avoids the squaring loss. The integration time does not depend on the data bit rate since code and data bits
are separated from each other making L5 a much more robust signal than L1 and L2.

Table 1. GPS modemization schedule. Adopted from [Shaw et al., 2000].

Activity Implementation Date
SA set to zero May 2000

GPS IIR Enhancements 2003 - 2006
-L2CSon L2

-M-codeonL] & L2
GPS IIF Enhancements 2005 - 2010
-L2CSonL2
-M-CodeonLl & 1.2
-LS

GPS 111 Enhancements 2010 - ... (to be determined)
-L2CSonL2
-M-codeon L1 & L2
with greater power
-L5

- Future Capabilities
Operational Control 2000 - 2008
Segment (OCS)
Enhancements
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Figure 1. Available frequency bands for GPS (in green) and Galileo (in yellow).

(B) The Galileo Case

The investigations for this work are based on a frequency scenario compatible with one outlined by the European Commission
(EC) Galileo Signal Task Force and published in [Hein et al., 2001]). The frequency plan is shown in Fig. 1.

Frequency Choice

Many of the Galileo signal properties and the choice of the carrier frequencies have been discussed or are still being discussed
in the Galileo definition phase. Each possible frequency band has specific advantages and disadvantages, e.g. the E6 offers a
very wide frequency band, but an E6-signal may suffer from radar interference and the risk of signal degradation has not yet
been assessed in detail. A split spectrum signal with the main lobes in E1 and E2 has only a small cross-correlation (spill over)
with the GPS L1 signal but the jonospheric influence on such types of signals has not been quantified yet. The advantage of ES
is that this signal would be located in the Aeronautical Radio Navigation Service (ARNS) band, shown gray in Fig. 1 and
therefore it is suitable for aviation.

Codes

Low-noise code ranges with small multipath sensitivity would be destrable to aid in the ambiguity resolution process.
Generally speaking, the codes for Galileo can be made as good as the GPS L5 code (see Table 2). However, depending on the
implementation of the service concept (data bit rate), the quality and the statistical properties of the codes may have to be
compromised resulting in an inferior performance. The implementation of services through encryption of data is not that
critical, but may also have a slight impact on the required data rate. However, the implementation of security features through
encryption of the codes is to be considered as a quite critical affair.

The scenario outlined by the EC Galileo Signal Task Force [Hetn et al., 2001] forms the background for this investigation,
The signal design in the upper L band shows a binary offset carrier BOC(14,2) signal having its main lobes in the El and E2
frequency bands with a spill-over into GPS L1 and two overlay signals of type BOC(2,2). The three split spectrum signals are
combined by majority voting. The carrier is centered at the very same frequency (1575.42 MHz) as GPS L1. Coherent (split
spectrum) processing of both side bands in the RTK receiver is necessary to obtain the carrier phase at the center frequency.

At the lower end of the L-band spectrum the E5-band (denoted as E5b in [Hein et al., 2001]) is chosen, at a center frequency of
1202.025 MHz, separate from the GPS L5-band. Both bands are 24 MHz wide and are allocated for ARNS. Employing L5 and
ES in this study, anticipates on an (eventually) not too bad interference by Distance Measuring Equipment (DME) in use for
aviation. A signal in the E6-band, not allocated for ARNS, is not considered because of possible radar inferences from existing
pulsed radar systems.

The Galileo L1 and ES band are part of the Galileo Open Service Signals and comprise un-encrypted ranging codes and
navigation data.

(C) The GLONASS Case

Since the future of GLONASS is not very certain and a modernization of the system is even more questionable GLONASS is
not considered in this study.

(D) Hybridization

Digital technology together with sub-micron stlicon technology has made receivers cheap and has lead to small linear
dimenstons and low power consumption. In building hybrid GPS/Galileo RTK receivers, which will be the case for high-end
applications, it is very important to minimize the effort on the front-end. This is a primary issue for interoperability between
different satellite navigation systems. The lesson learned from GLONASS was, that its FDMA concept lead to a disadvantage
of GLONASS receivers in comparison to GPS. Having to process the signals on many different carriers leads to high front-end
complexity (advanced synthesizer, multiple front-ends, multiple antennas). Higher burden in signal processing in hybrid
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receiver architectures is only a secondary problem, because it is solved with low-cost digital circuitry and software. Based on
the used reference scenario, a hybrid RTK GPS/Galileo receiver will have in minimum three front-ends (L1, LS, ES). An
additional front-end could is required, if also L2 or E6 are used. It is to be noted that with different carrier frequencies also
different equipment or hardware delays are involved. These delays are frequency dependent. Each additional frequency
induces an additional unknown, which can of course be solved for, if many satellites are in view. However, RAIM (Receiver
Autonomous Integrity Monitoring) needs redundancy and RAIM availability will be affected by spending observations to
continuously calibrate the front-ends.

Table 2. GPS and Galileo frequency overview. Code noise is calculated from a Minimum Variance Unbiased Estimator for
coherent code delay estimation. Adopted from {Winkel et al., 2000]. The C/A code is assumed to modulated on L2 instead of
the civil signal (L2CS).

Acronym L1 L2 LS L1 ES
GPS GPS GPS  Gal. Gal.
Frequency {MHz| 1575 1228 1176 1575 1202
Wavelength {cm] 19.0 244 2525 19.0 249
Bandwidth [MHz] 2430 24-30 24 33 24
Code Type C/IA C/A Direct BOC  Direcl
Seq. Seq.
Power Level |dbW] -157 -157 -154 -158 -152
Chip rate {Mcps]) 1.023 1023 1023 1023 10.23
Code noise jm] 0.38 0.38 0.12 0.12 0.10

To summarize we list ali used frequencies for this study in Table 2. A hybrid GPS/Galileo RTK receiver uses LI/LS/L1/ES
(for one investigation additionally GPS L2 is taken into account) and a GPS-only receiver is assumed to work with L1/L2.
Table 2 also shows that the code noise varnes significantly for different signal types. For this reason and because the signal
structure is not definitely fixed yet, we assume in the following sections a code measurement accuracy of 30 cm common to all
signals unless indicatcd differently.

3. RTK System Overview

Most of the currently available RTK receiver systems use double differenced GPS and/or GLONASS carrier phase
measurements to determine the position of the roving receiver. The typical nominal accuracy for dual frequency systems is |
cm + 2 ppm (horizontal) and 2 cm * 2 ppm (vertical). The accuracy refers to kinematic positioning, but not all manufacturers
indicate if the receivers operate in fast RTK or synchronized RTK mode. The latency for position outputs varies from <20 ms
to 100 ms for different receiver systems. If the receiver works in the synchronized RTK mode the latency depends of course on
the latency of the radio data link.

The position accuracy drastically decreases if the double differenced ambiguities are not resolved or are resolved incorrectly.
In the latter case errors in the order of 1 m can easily occur. Therefore reliable ambiguity fixing is probably the most important
design aspect for an RTK system. All other error sources like unmodeled atmospheric effects, (carrier) multipath, orbital errors
or receiver measurement noise are of the order of several millimeters up to some centimeters.

Possible Receiver Improvements

Hybrid RTK receiver systems for GPS and Galileo will be available at the earliest 2005. The receivers will not only differ from
currently available RTK systems due to Galileo, they will also show significant improvements due to the rapid digital hardware
and communications development.

A simplified sketch of a future RTK system is shown in Fig. 2. An important difference regards the antenna. which has to be
designed for all processed frequency bands (3 for the case considered here). Especially for high-precision applications all the
antenna phase centcrs and their variations have to be calibrated or at least determined with sub-millimeter accuracy.

The demands on the low noise amplifiers and on the RF down-conversion rcmains basically unchanged.

We expcct that in the next years economic inertial navigation sensors (INS) will come on the market. If they are integrated into
the RTK system, thcy will allow to reduce the bandwidth of the PLL and DLL tracking loop, reducing the thermal noise error
influence and allowing faster reacquisitions [Kreye et al., 2000]. Of course the INS will also be used to bridge satcllite outages.
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A change in the receiver design may occur in the signal correlation and processing part. Especially for the initial phase of
Galileo an improved flexibility will allow to test various signal options and processing algorithms to optimize the RTK system
performance. This could be achieved by so-called software correlator receivers (SWC). They will probably gain a privileged
position in comparison with hardware correlator receivers due to the least expensive hardware development. Of course the
demands on the digital signal processor are extremcly high for an RTK system. To process a single C/A code channel with a |
chip correlator spacing a processing capacity of 4 MIPS is necessary [Botchkovski et al., 1999]. Increasing the bandwidth from
2 to 20 MHz, to cope with wide-band signals, increases the capacity by a factor of 10. To reduce the quantization noise level
the sampling of the signal should be performed with at least 2 bits instead of 1, which also puts a factor of 3 on the processing
demands. Finally, a multitude of 48 (12 channels for L1, LS5, L1, ES) channels has to be processed simultanecously and
continuously to obtain carrier phase measurements. Combining all factors leads to an overall DSP throughput of 5760 MIPS.
These demands are on the edge of currently available DSP processors. For example the high performance DSP TMS320C6416
from Texas Instruments provides 4800 MIPS [Texas Instruments, 2001]. Recalling Moore’s law (the microchip capacity
doubles every 18-24 months) it should however become clear that SWC receivers will be possible at the launch time of the
Galileo system.

Important improvements are also expected for the navigation processor. Not only the implementation of algorithms for reliable
ambiguity fixing will yield a significant performance improvement, but also the usage of new telecommunication possibilities.
Since accurate ionospheric information is indispensable for RTK performance over medium to long baselines (see below),
ionospheric modeling shall be done by a network of reference receivers, instead of only by double differencing at the roving
receiver, Many different techniques exist for this purpose. In all cases the different reference receivers have to communicate.
Since RTK positioning requires only moderate data rates the usage of enhanced GSM data channels like GPRS, HSCSD or
UMTS would be ideally suited. The major advantage of these technologies is that the setup is done easily and quickly and
independent of fixed telecommunication lines. ldeally the network RTK software shall be part of each individual RTK
receiver. The consequent use of new communication possibilities would also allow to establish a real time connection with a
Geographical Information System (G1S) and many other applications.

4, Reliable Instantaneous Ambiguity Resolution
Satellite Constellation

The constellation used in this study is based on a YUMA-almanac for January 2001 [USCG, 2001]. The GPS constellation
consisted of 28 satellites. Four satellites have been removed (those in the fifth slot), to arrive at a more or less nominal GPS
constellation, with four satellites in each of the six orbit planes.

The 30-MEO Galileo constellation in [Salgado et al., 2001] is designed to offer a good performance even in case of a satellite
failure. The constellation consists of 27 satellites (as 27/3/1) plus three active spares. The designation is according to the
Walker type of orbit constellation, which implies circular orbits with equally spaced satellites and orbit planes. A designation
as T/P/F means T satellites, P uniformly spaced planes (with each T/P satellites) and a relative phasing between satellites in
adjacent planes of 360°F/T, see e.g. chapter 5 in [Parkinson and Spilker, 1996].

The key parameters of the Galileo constellation are listed in Table 3. The three orbit planes are equally spaced. Any pro- or
retrograde motion of the orbit plane is assumed to be absent, as only a short period of time is considered here. The positions of
the satellites within the orbit are specified by the mean anomaly; they are separated by 360°/9 = 40°.

Digital signal proccesing

Navigation Processor,

GPS/
Gatileo ADC Conclator | Discriminator = Control Unit
Front-end Channels Channels Py

MM Processing

-

+
= i I

Va— -

TCXO Inertial R ni ¢ L
. R RTK Interface Unit

(0CX0) ClorckiDisteiwition Measurement Unit C:ﬂ Senkors

Internet/G1S
Other Databases
(Geoid, Atmospbere, ...)
GSM, UMTS, ..

Figure 2. RTK Receiver Overview
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Table 3. Almanac parameters for Galileo satellites, as Keplerian elements.

Semi-major axis a 29994 km
Inclination i 56°
Eccentricity 4 0.0
Right ascension Q -120°,0°,120°
Rate of right ascension () 0.0°/day
Argument of perigee w 0.0°
Mean anomaly M -160°,-120°, ...,
g 120°,160°

(1* orbit plane)

x {m]

y[m]

Figure 3. Hybrid GNSS satellite constellation with 24 GPS satellites (in red) and 30 Galileo satellites (in blue). Situation at
00:00h on 19-JAN-2001 (GPS time). The orbit of each satellite has been projected one full revolution ahead.

The Galileo constellation has been added-in, at time of GPS almanac applicability, without any phase offset. Comparing the
first Galileo satellite with the first GPS satellite (PRNO9 in slot | of orbital plane A) yields a difference of -46.6° in angle of
Right Ascension (at weekly epoch), and of =50.0° in position in orbit, as angle with respect to the ascending node. Positioning
the Galileo constellation as to have the three orbit planes coinciding with three out of six GPS plancs (each time skipping one),
or as to have the Galileo orbit planes halfway between two adjacent GPS planes, of course did change the results obtained at a
particular epoch, but the general behavior of the parameters considered in the sequel remained the same.

The final hybrid GPS-Galileo constellation is viewed in Fig. 3, looking to the Earth from above the Middle-East. The
coordinate system is the non-rotating (hence pseudo-inertial) WGS84, coinciding with the ECEF WGS84 at GPS wecek
turnover. In the following we anticipate on full compatibility of the reference systems of GPS and Galileo.

Ambignity Resolution

A critical step in precise Real-Time Kincmatic (RTK) positioning is resolving the ambiguities. The potential ot millimeter-
centimeter accuratc position coordinates, within a short observation time span, is available only after correct determination of
the integer ambiguities. In this study the LAMBDA method is used to resolve the carrier phase ambiguities, see [Teunissen,
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1993] and [de Jonge and Tiberius, 1996]. By this method, ambiguities of both satellite systems. GPS and Galileo, on one, two,
three (or even more) carrier frequencies, can be treated all in one integral integer adjustment. In this study we consider dual
frequency hybrid GPS and Galileo, with code and carrier phase measurements on L1, for both systems, and on L5 for GPS and
ES for Galileo. Measures on ambiguity resolution performance presented hereafter refer to simultaneously resolving all
ambiguities, in one go, as to achieve highest possible accuracy for the position coordinates; the rates given are ‘all-included’.

The integer least-squares principle embodied in the LAMBDA method has been proven to be optimal [Teunissen, 1999]. The
integer least squares estimator is best in the sense of maximizing the probability of correct integer estimation, i.e. in
maximizing the ambiguity success-rate. This measure expresses, given a certain scenario, how successful one can expect to be
in resolving the integer carrier phase ambiguities correctly.

Exact evaluation of the success-rate is complicated when integer least-squares estimation is employed and therefore an easy to
compute approximation is used in the sequel. This approximation is based on bootstrapping, a sequential process in which
ambiguities are fixed (hard-constrained) to integers one-by-one, each time accounting for the statistical correlation with the
remaining ambiguities. Provided that bootstrapping is applied to ambiguities that have been transformed using the ambiguity
decorrelation of the LAMBDA method, it provides a good approximation. Bootstrapping is however sub-optimal compared
with integer least-squares estimation and the actual success-rate for integer least-squares with the LAMBDA method is always
better or at least equal to the success-rate for bootstrapping as computed in this study. The bootstrap success-rate consequently
provides a guaranteed and safe lowerbound to the actual success-rate. An introduction to the LAMBDA method and the
success-rate can be found in [Joosten and Tiberius, 2000].

The success-rate, as a statistical probability, can range from 0 to 1. In order to discriminate between different high levels of
success-rates, the fail-rate is presented in the sequel. The fail-rate is simply one-minus-the-success-rate. The fail-rate should
have a small value, preferably be zero.

Modeling and Processing

In the light of GPS modernization and Galileo, techniques for triple frequency ambiguity resolution have been proposed. see
e.g. [Hatch et al., 2000] and [Vollath et al., 1998]. Carrier phase ambiguities are resolved using a parametrization of the
measurements in ranges, the so-called geometry-free model. Geometry-free ambiguity resolution, with respect to the GPS three
frequency scenario, in the context of optimal integer least-squares ambiguity estimation with the LAMBDA method, has been
analysed in [Joosten et al., 1999].

The mathematical model used in the present study employs instead a parametrization of the satellite-receiver ranges in terms of
baseline coordinates, i.e. the so-called geometry-based model. The LAMBDA method for ambiguity resolution is applicable to
both modeling approaches, directly, without any algorithmic change.

The geometry-based model - the geodesist’s and navigator’s workhorse in practice - is believed to yield in general a more
powerful approach to ambiguity resolution than the geometry-free model, as all ranges are linked to the same three baseline
coordinate unknowns, instead of dealing with a double difference range unknown per satellite-pair. Moreover, the purpose of
positioning is to get position coordinates eventually. On a short baseline, formulated in terms of double difference
observations, the unknown parameters are the baseline coordinates and associated with the carrier phases, the intcger
ambiguities. On long(er) baselines differential atmospheric delays have to be taken into account. A tropospheric zenith delay
will be included, together with double difference combinations of ionospheric slant delays.

To meet the condition of fast positioning in the context of Real-Time Kinematic (RTK) applications, in a strict sense, only a
single epoch of data will be considered each time. Therefore no distinction needs to be made for a moving or stationary
receiver. The ambiguities will be resolved instantaneously and the precise fixed solution for the baseline coordinates is directly
available. Several examples, also kinematic ones, of processing dual frequency GPS phase and pseudorange code data on an
epoch-by-epoch basis can be found in e.g. [de Jonge et al., 2000].

The separation in single epochs has in practice the advantage of robustness. As the data processing is started completely anew
every next epoch, as opposed to a so-called accumulated solution, the effect of an anomaly or error is always restricted to (at
maximum) the epoch on which it occurs. A serious drawback of this strategy is that valuable information on the nature of the
problem is lost each time from one epoch to the next. The ambiguities are constants, when no cycle slips occur, and the
baseline coordinates are as well, when the receiver is stationary, or only slowly varying in the case of low motion. Epochwise
obtained position or trajectory coordinates could be subject to further processing as averaging or smoothing.

Concerning the measurements’ noise characteristics, the initial stochastic model for the analyses includes a standard deviation
for code measurements of 30 cm and of 3 mm for phase measurements. These values pertain to undifferenced measurements
and for code and phase it is assumed that measurements are all equally precise. Correlation between channels (of one receiver)
and between measurement types (code and phase) is assumed to be absent. As only one epoch of data is considered per
solution, time correlation is not an issue.
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The combined GPS and Galileo constellation, discussed earlier, is, over a [ull day of 24 hours, considered (‘sampled’) at a 3
minutes interval. After each interval of 3 minutes only one epoch of data is taken and consequently processed and analysed.
Results, as the ambiguity fail-rate, are often presented later on as 95% (sample) percentiles. The value given can be interpreted
as an upperbound for 95% of the time, and the valuc is excecded in only 5% ol the 1440 single epoch solutions considered.

By delault the city of Munich in Germany is chosen as a sample location, at 48° 08' N and 11° 34’ E. 1t is thought to represent
the middle-European area. The satellite elevation cut-off angle was set to 10 degrees.

More Frequencies — More Ambiguities

Current dual frequency GPS positioning (on L1 and L2) serves as a benchmark. Employing in future also signals from Galileco
satellites, yields more observational data for the determination of the same three baseline coordinates. With precise carrier
phase positioning however, before reaching the fixed baseline solution, there are also more unknown ambiguities to solve for.
For dual frequency GPS, and dual frequency hybrid GPS and Galileo, Table 4 summarizes the number of (integer double
difference) ambiguities, when m; GPS, and m, Galileo satellites are available.

Table 4. Number of ambiguities with m; GPS and m; Galileo satellites and ambiguity fail-rate (95% percentile over the full
day), on a short baseline, at location Munich, for dual frequency GPS at present (top) and future dual frequency hybrid GPS
and Galileo (bottom).

System # of amb Fail-rate
GPS L1+L2 2(m;-1) 2.4x107
GPS+Galileo 2(my-1)+2(m,-1) <10?
L1/L1+L5/ES

For various locations across Europe (from latitude 38° N in the South of Italy to 63° N halfway up Scandinavia) the ambiguity
fail-rate, on a short baseline, lies in the order of 10 to 10~ with dual frequency GPS at present (95% percentile over the 24
hours period). With dual frequency hybrid GPS and Galileo the fail-rate is always smaller than 10, i.e. none of the individual
solutions at the locations considered had a fail-rate ever exceeding this value.

condilional slandard devialion

conditional standard deviation

Wl before ’ ' ! i'bétore
[ atter ] atter
1.00 1 100
0.10 . 0.10 1
i
) 10 20 5 10 15

15 20 20
ambiguity ambiguity

[cyel
[cyc]

w___

Figure 4. Spectrum of standard deviations of conditional ambiguity float estimators, in cycles. Dual frequency GPS on top,
with 7 satellites, and dual frequency liybrid GPS and Galileo at bottom, with a total of {4 satellites. The orange bars refer to
the original double difference ambiguities (in the order GPS L1 and LS, followed by Galileo L1 and ES), the green bars to the
LAMBDA transformed ones.

Figure 4 presents the spcctrum of standard deviations of the conditional ambiguity estimators both for original double
difference ambiguities (in orange), as well as for decorrelated ambiguities (ir green). These standard deviations are the key and
only parameters determining the approximate ambiguity success-rate, by means of bootstrapping. Figure 4 pertains to a short
baseline at epoch 00:00h, at which both 7 GPS satellites and 7 Galileo satellites are available. The standard deviation is given,
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along the vertical axis, in cycles, in a logarithmic scale. The ambiguities, 12 on top and 24 at bottom, are ordered along the
horizontal axis.

The graphs give the value of the standard deviation when the concerning ambiguity is to be fixed to an integer in the sequential
bootstrap process. A standard deviation of for instance 0.1 cycle, much smaller than 1 cycle, gives good hope for successful
resolution; with a value of 1 cycle, or larger, this is quite unfeasible.

Both graphs show, in orange, the very typical behavior with three larger standard deviations and 9 (on top) or 21 (at bottom)
smaller ones, cf. [Teunissen et al., 1994]. The larger ones are at the | cycle level, prescribed by the precision of the code
measurements. These three larger ones are caused by the fact that simultaneously the three baseline coordinates are unknown.
Once the baseline coordinates are known, on a short baseline, all remainin§ ambiguities can be easily determined as then only
the noise of the carrier phase measurements plays a role, which is at the 10™ cycle level.

The decorrelating transformation of the LAMBDA method clearly flattens the spectrum of standard deviations of the
sequential conditional ambiguity estimators and correlation between them has been reduced considerably. The resulting
standard deviations, in green, are all about 0.1 cycle, indicating to more or less extent a substantial chance to successful
ambiguity resolution. The standard deviations (in green) for dual frequency GPS, on top, start slightly above the 0.1 cycle
level; those for dual frequency hybrid GPS and Galileo, at bottom, with more satellites and improved geometry, are smaller.

Short Baseline

Table 4 of the previous section pertains to the short baseline. The values for current dual frequency GPS, at least when
*success’ and ‘fail’ are properly indicated during field operation and data processing, are generally acceptable for surveying
types of applications, but definitely not for precise navigation of aircrafts and vehicles. The values for hybrid GPS and Galileo
are promising, also for the latter applications.

Figure 5 shows the ambiguity fail-rate over the full day on the short baseline for a station in the South of Italy at 38° 07' N and
13° 22' E with present dual frequency GPS. The vertical scale is logarithmic and ranges from 10°® to 1. The 95% percentile
over the full day is 2.4x107, At least 5 GPS satellites are visible all day round.

Medium and Long Baseline

On a short baseline differential ionosphen’c and tropospheric delays are simply absent (or perfectly known). On longer
baselines differential atmospheric delays have to be taken into account however. In starting from a short baseline and
extending its length, the differential atmospheric delays do not get completely unknown at once. Unknown parameters are
introduced to account for the delays, but at the same time. the uncertainty about the parameters’ values is bounded. The amount

of uncertainty thereby depends on the actual length of the baseline. The approach followed is the same as described in [Odijk,
2000] for differential ionospheric delays.
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Figure 5. Ambiguity fail-rate at Palermo for current dual frequency GPS.
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In the sequel we consider a medium and a long baseline. On the medium baseline we allow for an uncertainty (standard
deviation) of 1.4 cm in the tropospheric zenith delay, differential between the two stations, and of 4 cm in each of the double
difference slant delays (which we have one per satellite-pair). Such uncertainties are typically left on a 50 km baseline after
applying correction data from a permanent active reference network. User station and reference network are thereby assumed
not to differ significantly in height. With a long baseline a length of several hundreds of kilometers is meant. The
aforementioned uncertainties are increased to 14 cm for troposphere and to 80 cm for ionosphere. Satellite positions are
assumed to be known at a sufficient accurate level.

Table 5. Instantaneous ambiguity fail-rate on a short, medium and long baseline for dual frequency GPS (L1+L2) at left, and
dual frequency hybrid GPS and Galileo (LI/L1+L5/ES) at right. Given are 95% percentiles over the 24 hours period for
locarion Munich.

Baseline GPS GPS+Galileo
Short 2.4x107 <10®
Medium 6.3x10™! 6.3x10"
Long 1.0 1.0

Table 5 gives the ambiguity fail-rates for the three types of baseline lengths. On the medium length baseline one order of
magnitude is gained by switching from GPS only to hybrid GPS and Galileo. On long baselines there is no chance at all to
correctly resolve the ambiguities on the basis of just one epoch of data, not with dual frequency GPS, nor with dual frequency
hybrid GPS and Galileo. The success-rates are respectively 3.4x10”° and 1.3x107,
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Figure 6. Instantaneous ambiguity fail-rate for dual frequency GPS on top and dual frequency hybrid GPS and Galileo at
bottom, on a medium baseline, at location Munich.

Figure 6 presents the ambiguity fail-rate as a function of time. The 24 hours period is ‘sampled’ at a 3 minutes interval. As can
be seen, the fail-rate behaves at a more or less constant level on this medium baseline. With dual frequency GPS the fail-rate
amounts to several tens of percents (on top) and with dual frequency hybrid GPS and Galileo a few percent (at bottom).

The ambiguity fail-rate is likely to increase with increasing baseline length and this behaviour is shown explicitly in Fig 7. The
tropospheric delay uncertainty was maintained at 1.4 cm (differential) and the ionospheric delay uncertainty, expressed by
standard deviation o, was varied. For illustrative purposes the horizontal axis of Fig. 7 is expressed (logarithmic) in terms of
baseline length 1 in [km], according to ;=0.001x] with standard deviation o, in [m] (at the undifferenced level), which
corresponds to a | ppm effect. The horizontal axis ranges from | km to 100 km, the vertical axis from 10% 10 1 (also
logarithmic). Figure 7 pertains again to epoch 00:00h, with both 7 GPS and 7 Galileo satellites.
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Figure 7. Instantaneous ambiguity fail-rate for dual frequency hybrid GPS and Galileo versus baseline length at location
Munich. The (undifferenced) ionospheric slant delay uncertainty expressed in standard deviation o [in] has been converted
according to 0y = 0.001 x|, with baseline length | in [km].

It should be kept in mind that the fail-rates presented pertain to integer bootstrap estimation, which has been proven to be sub-
optimal compared with integer least-squares estimation. The bootstrap rate tends to yield a sharp bound on the integer least-
squares rate when it is based on decorrelated ambiguities, as always has been done here.

Figure 8 presents the spectrum of standard deviations of the conditional ambiguity estimators both for original double
difference ambiguities (in orange) as well as for decorrelated ambiguities (in green), similar to Fig. 4, but now for a long
baseline, where the tropospheric zenith delay has been left out for clarity. The graph shows, concerning the GPS ambiguities,
six large standard deviations, followed by three moderate ones. There are seven satellites, hence six (unknown) double
difference ionospheric slant delays, together with three baseline coordinates. With the Galileo ambiguities (ambiguity numbers
13 through 24) there are again six large standard deviations, referring to the six ionospheric delays to the Galileo satellites. The
GPS and Galileo measurements share the baseline coordinates.
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Figure 8. Spectrum of standard deviations of conditional ambiguity float estimators, in cycles, for dual frequency hybrid GPS
and Galileo (LI/L1+L5/E5), on a long baseline with uncertainties of 0.80 m (standard deviation) in the double differenced
ionospheric (slant) delays.
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The spectrum helps to explain why ambiguity resolution can not be expected to be successful on the long baseline considered.
The spectruin is well flattened, as shown in green, by the decorrelating transformation, but the standard deviations of the
transformed ambiguities are at the half cycle level and that is simply too much for having any serious chance on successful
resolution. Introducing only a tropospheric zenith delay (not shown here), yields still a low fail-rate, comparable to that of the
short baseline.

Improved Medium Baseline

Two attempts are made to increase the ambiguity success-rate on the medium length baseline. In the first one the precision of
the code measurements on LS and ES5 is increased; the standard deviation is assumed to be 10 cm instead of the default 30 cm
(undiffcrenced), see also Table 2. The second one implies the inclusion of code and phase measurements on the GPS L2-
frequency. These two cases are compared with standard dual frequency hybrid GPS and Galileo in Table 6.

The fail-rate decreases, but only a very little. It basically stays at the 5% level. The few centimeters uncertainty in the
tropospheric and ionospheric delays on a single epoch medium length baseline can apparently not be compensated by either
more precise code measurements or code and phase measurements on an additional frequency. Single epoch solution were
considered and 1t should be kept in mind that with only a single epoch of data, the code measurements solely detcrmine the
float solution.

Table 6. instantaneous ambiguity fail-rate on a medium baseline. Given are 95% percentiles over the 24 hours period for
location Munich.

Case fail-rate
Hybrid 6.3x10
GPS+GALILEO

Precise code LS/ES 5.6x107
GPS L2 code+phase 6.1x107

Figure 9 finally dctails on the relation between the precision of the code measurements and the ambiguity fail-rate for a single
epoch solution on a medium baseline. The standard deviation of the L1 code measurements was kept at 30 cm (undiffcrenccd)
and the standard deviation of the GPS L5 and Galileo ES code measurements was varied from 5 mm at left to 50 cm at right,
on the horizontal axis (logarithmic). The fail-rate is given along the vertical axis from 10 to 1, also logarithmic. This figurc
shows that a significant reduction in the ambiguity fail-rate can be achieved only at centimeter code measurement precision.
embiguity fail-rate
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Figure 9. Ambiguity fail-rate as function of the code measurement standard deviation in [m], on a medium baseline with dual
frequency hybrid GPS and Galileo.



5. Implications On Receiver Design

From the last section it can be concluded that ultra reliable instantaneous ambiguity resolution is possible with hybrid GPS and
Galileo if one of the following conditions is met.

e Centimeter accuracy for the code measurements is achieved.

e The differential ionospheric slant delays are known at a few millimeter level (expressed as a standard deviation at the
undifferenced level) and the differential tropospheric delays can be adequately modeled by one zenith delay parameter and
a mapping function.

Accurate Code Measurements

Referring to Table 2 we conclude that code observations with 1-2 cm accuracy are virtually not achievable with civilian
signals. Only the GPS military M code has the potential if it is emitted in the high power spot beam mode. However other error
sources like multipath or inter channel biases, will become more significant as the code accuracy increases and will probably
put a limit on that approach.

Another possibility to reduce the code measurement error due to noise is carrier smoothing. In Fig. 10 we show the RMS code
error as a function of the integration time. This method potentially decreases the code error by a factor of 5. However code and
phase measurements become correlated and the resulting influence on ambiguity resolution have to be investigated. Low
frequency multipath is generally not reduced by carrier smoothing.

MS Code Error [m]
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Figure 10. Initial code errors after carrier phase smoothing in the GNSS receiver (assuming a loop update rate of 20 ms)

Code measurement errors of 1-2 cm seem to be theoretically achievable if multipath and other errors are completely controlled.
This would allow to instantaneously solve the ambiguities even over medium baselines. It should be noted that carrier phase
measurements can be performed with 0.5-1.5 mm accuracy and thus would improve the already high code measurement
accuracy by a factor of 10.

High Demands on Atmospheric Modeling: Active GNSS Reference Station Network

Ionospheric modeling for an RTK reference network is best performed by bilinear interpolation between 3 or more reference
stations [Wanninger, 1999]. In that way all effects having a wavelength longer than the extension of the reference network are
removed. Over Europe especially medium-scale travelling ionospheric disturbances and phase scintillations can have a
wavelength shorter than 50-100 km. Latter number is the typical extension for a reference network. Wanninger [1999] reports
that under undisturbed ionospheric conditions virtually all ionospheric delay can be determined by bilinear interpolation for a
network with a size smaller than 100 km. Under solar maximum conditions the residual ionospheric delay on undifferenced
observations is about 8 mm for a network extension of 50 km, and about 33 mm for an extension of 100 km.

It should be noted that the one-dimensional power spectrum of ionospheri¢ refractivity fluctuations shows an approximate
power law behaviour of A2 (A lambda being the horizontal wavelength) for a range of 70 m to 7 km [Yeh and Chao-Han,
1982) implying that ionospheric modeling can be performed arbitrarily precisely, depending only on the distance of the
reference receivers.
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From that we conclude that within a small scalc RTK nctwork ultra high instantaneous ambiguity resolution rcliability can be
achicved. Setting up such a network is easy if the receivers have the capability to communicate with each other automatically
via for example GSM data channels.

Tropospheric demands are not that stringent because only one parameter, namely the (differential) zenith delay, is estimated
per baseline. Treuhaft et al. [1992] showed that the most variable component of the delay, the wet zenith delay, is correlated
within 1 cm for distances below 30 km. Troposphcric modeling could be further improved, by a network of RTK receivers and
by including data from a numerical weather prediction model. Latter one also gives vertical tropospheric refractivity profiles.
In that case one RTK reference receiver must have a real time access to the predicted weather model fields, via for example the
internet.

Conclusions

Future RTK receiver systems will be developed incorporating remarkable technological improvements. Software correlation
receivers will offer a great flexibility and allow for optimization of the RTK system performance. A combined use of the new
signals in space of the modernized GPS and the upcoming Galileo system will drastically reduce the instantaneous ambiguity
fail-rate from 10~ to 10® on short baselines.

An hybrid RTK receiver will be most effective, if full use of the ultra high ambiguity success-rate is exploited. The increased
success-rate is caused by the increased number of satellites and the improved satellite geometry. Of less importance seem to be
a possible use of a third frequency (i.e. L2 for GPS) or an increased code measurement accuracy, as long as it is above approx.
5 c¢cm. The difference between a GPS only and a hybrid GPS/Galileo system is largest for short baselines and vanishes as the
ionospheric uncertainty (i.e. the baseline length) increases. Therefore also for a future RTK system atmospheric, especially
ionospheric, modeling is of utmost importance. Here we expect that new wireless communication technologies will facilitate
the convenient setup of a complete RTK reference network.

Acknowledgement

The investigations and developments of a future GNSS RTK receiver are supported within the scope of the research project
FKZ: S0NA0OO3 in contract with DLR.

References

Botchkovski A. et al. (1999): Softflex, An Advanced Approach to Design of GNSS Receiver with Software Correlator, Proc.
10N GPS 1999, Nashville, September 14-17, pp. 353-362.

Hatch, R., J. Jung, P. Enge and B. Pervan (2000): Civilian GPS: the Benefit of Three Frequencies, GPS Solutions, Vol. 3,
No. 4, pp. 1-9.

Hein G. et al., (2001): The Galileo Frequency Structure and Signal Design, Proc. ION GPS 2001, Salt Lake City, September
11-14.

Jonge, P. de and C. Tiberius (1996): The LAMBDA Method for Integer Ambiguity Estimation: Implementation Aspects,
Tcchnical Report Delft Geodetic Computing Center, LGR-series, No. 12, August, 49 pp.

Jonge, P. de, Y. Bock and M. Bevis (2000): Epoch-by-EpochTM Positioning and Navigation, Proc. ION GPS 2000, Salt Lake
City, September 19-23, pp. 337-342.

Joosten, P., P. Teunissen and N. Jonkman (1999): GNSS Three Carrier Phase Ambiguity Resolution using the LAMBDA-
method, Proc. GNSSY9, Genova, October 5-8, pp. 367-372.

Joosten, P. and C. Tiberius (2000): Fixing the Ambiguities: Are You Sure They're Right? GPS World, Vol. 11, No. 5, pp. 46-
Sil..

Kreye, C., B. Eissfeller and J. Winkel (2000): Improvements of GNSS Receiver Pcrformance Using Dceply Coupled INS
Measurements, Proc. 10N GPS 2000, Salt Lake City, September 19-23, pp. 844-854.

Odijk, D. (2000): Weighting lonospheric Corrections to improve Fast GPS Positioning over Medium Distances. Proc. 1ON
GPS 2000, Salt Lake City, September 19-23, pp. 1113-1123.

Parkinson, B. and J. Spilker (1996): Global Positioning System: Theory and Applications. Progress in Astronautics and
Aeronautics, Vol. 163 and 164, AIAA Washington.

85



Salgado G., S. Abbondanza, R. Blondel and S. Lannelongue (2001): Constellation Availability Concepts for Galileo, Proc.
ION NTM 2001, Long Beach, January 22-24, pp. 778-786.

Shaw, M., K. Sandhoo, and D. Turner (2000): Modernization of the Global Positioning System, GPS World, September
2000, pp. 36-44.

Teunissen, P. (1993): Least-Squares Estimation of the Integer GPS Ambiguities, Invited Lecture, Section IV Theory and
Methodology’, IAG, Beijing, China, August.

Teunissen, P., P. de Jonge and C. Tiberius (1994): On the Spectrum of the GPS DD Ambiguities, Proc. ION GPS 1994, Salt
Lake City, September 20-23, pp. [15-124.

Tennissen, P. (1999): An Optimality Property of the Integer Least-Squares Estimator, J. Geod., Vol. 73, pp. 587-593.
Texas Instrunients (2001): TMS320C6416, Fixed-Point Digital Signal Processor, http:/dspvillage.ti.com/,

Treuhaft, R. and G. Lanyi (1987): The Effect of the Dynamic Wet Troposphere on Radio Interferometric Measurements,
Radio Sci., Vol. 22, No. 2, pp. 251-265.

Wanninger, L. (1999): The Performance of Virtual Reference Stations in Active Geodetic GPS-networks under Solar
Maximum Conditions, Proc. ION GPS 1999, Nashville, September 14-17, pp. 1419-1427.

Winkel, J., B. Eissfeller, G. Hein and P. Hartl (2000): Requirements on the Galileo Signal Structure, GNSS2000, Edinburgh,
May [-4.

United States Coast Guard (2001): YUMA-Almanac, http://www.navcen.uscg.mil/gps/default.htm#Almanacs

Vollath, U., S. Birnbach, H. Landau, J.M. Fraile-Ordonez and M. Martin-Neira (1998): Analysis of Three-Carrier
Ambiguity Resolution (TCAR) Technique for Precise Relative Positioning in GNSS-2, Proc. ION GPS 1998, Nashville,
September 15-18, pp. 417-426.

Yeh, C.Y. and L. Chao-Han (1982): Radio Wave Scintillations in the lonosphere, Proc. IEEE Vol. 70, No. 4, pp. 324-360.

86



PRECISE RELATIVE NAVIGATION OF SPACE VEHICLES WITH GPS

M. Mittnacht*, M. Hartrampf **
Astrium GmbH, Munich, Germany
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Soft Nav Ltd., St. Petcrsburg, Russia

The GPS technique is considered now as a preferred tool to implement the real time autonomous
systems for sub-centimeter relative navigation of Earth-orbiting satellites and piloted orbital vehicles.
The reason is that the usage of approximately inexpensive GPS receiver allows cutting down expenscs
on sufficiently complex and expensive classical navigation system without any losses of accuracy.
This paper describes the adaptation of a low cost space borne GPS receiver MosaicGNSS developed by
Astrium GmbH for relativc navigation of the space vehicles including such types of satellites as LEO
and GEO. It is necessary to mention that the main peculiarity of the MosaicGNSS receiver is the
implementation of all function of signal correlator in software. As sequence, there are several limiting
features of the Mosaic GNSS receiver as applied to the task of the spacecraft relative navigation:

e Relatively low accuracy of pseudorange measurements (RMS is about 3-4 meters)

e Limited number of tracked GPS satellites. Number of tracked satellites is limited by the
throughput of the receiver processor and strongly depends on the strength of the GPS satellites
signals.

e Large time to first valid measurements from the moment when GPS satellite becomes visible.

1t is shown in the paper that these shortcomings are not critical ones and may be overcome by using
algorithms described below.

There are two technical approaches to attain sub-centimeter relative navigation accuracy: methods
based on accounting of the satellite dynamics and *“dynamics free” solutions. The first group of
methods is applicable for all types of non-maneuvering satellites. The second one works only if at least
five GPS satellites are visible simultaneously. “Dynamics free” approach may be used only for LEO
satellites and has the following features:

e Absolute position of the reference LEO satellite is determined from the pseudorange
processing

o  Combine processing of double differenced phase and pseudorange measurements is performed
to cstimate relative satellite-satellite position and to resolve phase ambiguity

The main features of the “dynamics dcpendent” (GEO is the typical case) approach are the
following ones:

e Orbital paramcters of the rcfcrence satellite are determined from the pseudorange processing

o Combine processing of single differenced phase and pseudorange measurements is performed
to estimate the difference between the orbital parameters {elements) of reference and driven
satellites. The phase ambiguities are estimated as well.

Modeling of the different scenarios of LEO and GEO relative navigation was performed using
multi-channel GPS simulator and MosaicGNSS receivers as onboard navigation tools. It is shown that
the LEO relative position may be determined with the accuracy of about | centimeter (RMS) in all
analyzed cascs: zero, 1, 10 and 100 kilometer baselines.

It 1s demonstrated also that the mean time to first fix (TTFF) is about two minutes. Note, that TTFF
fix was calculated as time from the moment when the mcasurcments from at least 5 satellites become
available to time when phase ambiguities are fixed. It is shown also that TTFF might be reduced
significantly in casc of usage of more powerful GPS receiver, which can produce more accurate
pseudorange measurements.

Test scenarios for GEO relative navigation are under processing now.

*Engineer.
**Engineer.
***Engineer.
****General Manager.
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Abstract
Key words: RAAS, error propagation, simulation

The accuracy of differential GNSS positioning is, as we all know, inversely proportional to baseline length.
This is commonly labeled decorrelation, which we can define as the decreasing relevance of reference station
data to the user when baseline length is increased. It can be decomposed into spatial decorrelation, which
includes atmospheric decorrelation, and temporal decorrelation, which is a real-time issue.

In order to overcome spatial decorrelation one clearly needs to employ, either implicitly (e.g. in case of
SBAS systems) or explicitly, data from different reference sites. For terrestrial applications, however, SBAS
systems often cannot mect strict availability requirements because of signal masking. On the other hand,
terrestrial networks providing differential data are often confined to a rather slow data rate, which implies that
they cannot conveniently accommodate WADGNSS data. Even if they could, costly additional infrastructure
would be required.

It is particularly interesting against this background to investigate user equipment algorithms for merging
different sources of differential data. This technique, in which networked differential corrections are computed
by the user equipment, effectively implements regional area augmentation (RAAS). It has bcen discusscd
previously with regard to the Loran-C/Chayka Eurofix service, since Eurofix could potentially make two or more
long-range differential data streams available over large areas. It could also be of interest in the context of
maritime DGNSS radio beacons.

To gain a better understanding of decorrelation, it is interesting to look at scatter plots associated with long-
range differcntial code fixes. These plots demonstrate a shift on the mean position along the baseline in the
direction away from the reference station. This systematic baseline stretching in differential code positioning is a
result of spatial decorrelation.

As with any parameter estimation process, the study of the propagation of random and systematic errors on
the observation data into the results, is relevant to GNSS observation data processing. By using different
simulation techniques, Santerre et al. have obtained important results in this field for GPS ambiguities-fixed and
ambiguities-free carrier phase solutions. In the context of long-range differential code positioning, we focus on
the propagation of residual ionospheric errors into the horizontal coordinates.

The ionospheric delay on a satellite that is simultaneously visible at the reference station and the rover will
be different at both sites. This so-called ionospheric decorrelation increases with baseline length and results in
residual errors on the corrected pseudoranges. These errors, which depend on the relative satellite-receiver
position and time, propagate into the estimated parameters i.e. receiver coordinates and clock error. We illustrate
this by an examplatory plot of horizontal error induced by the ionosphere as a function of time for stand-alone
operation and for differential code over a distance of 150 km and 400 km.

We developed a simulation tcchnique using MatLab software in which the only errors imposed on the
measurements are ionospheric delays. The Klobuchar model was used with post-processed coefficients provided
by CODE (Center for Orbit Determination in Europe, University of Berne, Switzerland) for estimating the
ionospheric delays. Simulated corrected pseudorange data that is only affected by ionospheric decorrelation was
generated and then processed in a standard least squares estimation of the receiver position and clock error. The
plot of horizontal error referenced above was generated using the simulation procedure. It was also used to
construct simulated scatter plots, in which the directional spatial decorrelation effect was clearly recovered.

Wide area augmentation systems are able to estimate various error components individually because of the
very long baselines present in their vast tracking nctwork. On a regional scale, howevcr, we limit ourselves to
modelling the total error. Additionally we assumc that the error is basically a linear function of the location over
the regional area. The reference stations provide the total error as observed on-site in the form of pseudorangc

* M.Sc., Assistant”’ Ph.D., Professor,” Ph.D., Assistant,
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corrcctions.
Suppose that thrce non-collinear reference sites, located at (x;.y;) (i=123), provide a pseudorange

correction PRC; (i=123) for a ccrtain satellite to a user located at (x,,y,). The three points
(x;.¥;.PRC;) (i =1.2.3) define a plane in three-dimensional space. A point (x,,y,,.PRC,) also lies in this plane and
PRC, can subsequently be used as a pseudorange correction for the satellite at the user's location. We present the

mathematical formulation and solution of this problem, including least-squares techniques in case data from
more than three reference stations is available.

This augmentation approach was introduced into the simulation software described previously. Several tests
were carried out using different numbers of reference nodes, different baseline lengths within the network,
different geometries of the reference nodes, etc. Only minor residual errors due to decorrelation were observed
when using three referencc stations distributed evenly around the rover at a distance of approximately 1000 km.
In this case the networked corrections appear to be quite effective, despite the great distance of the referencc
nodes to the rover. The residual decorrelation effects are more explicit when a less optimal arrangement of the
different nodes is used. However, the results were still found to be better than when operating stand-alone, while
using only one of the reference stations produced results even worse than in stand-alone mode.

Substantial spatial decorrelation effects occur when operating differentially with a single reference station
over a long range. When different sources of differential data are available, however, we conclude that user
equipment based augmentation appears to be a useful technique for mitigating these effects, even over fairly
large arcas. A uniform arrangement of the reference nodes over the intended coverage area is advisable.

The most attractive feature of user equipment based augmentation undoubtedly is that an expensive
communications nctwork, which pcrmanently links all reference sites and a control station, is unnecessary. Each
reference site transmits directly to the user, where all processing takes place. In case one of the reference nodes
goes down, the other nodes serve as a backup. Temporal decorrelation due to data latency is minimised sincc

each site only necds to transmit its own data. The computational load on the user equipment for carrying out the
data fusion is low.

1. Spatial and Temporal Decorrelation

Introduction

It is surely sufficiently well known that the accuracy of diffcrential GNSS positioning is inverscly
proportional to baseline length. This is commonly labeled decorrelation, which we can define as the decreasing
relevance of reference station data to the user when baseline length is increased. It can be decomposed into
spatial decorrelation, which includes atmospheric decorrelation, and temporal decorrelation, which is a real-time
issue.

Particularly interesting in the context of decorrelation are scatter plots associated with long-range differential
codc fixes. Figure 1 shows one such scatter plot for a baseline length of 350 km, baseline orientation of 30
degrees (as seen from the roving station), session length of 24 hours (Jan. 4, 2001), interval of 30 seconds and a
cut-off angle of 10 degrees. The processcd data originates from the EUREF (European Reference Frame)
permanent observation stations BORK (Borkum, Germany) and BRUS (Brussels, Belgium) for the reference
station and rover respectively. Both the mean and exact position are indicated on the scatter plot, as well as
baseline orientation. Note that when studying scatter plots, one has to keep in mind that they obscure any time-
dependent effect that may bc present on the underlying data.

Figure 1 indicates a shift on the mean position along the baseline in the direction away from the reference

station. This systematic baseline stretching in differential code positioning is a result of spatial decorrelation
[1.4].

Propagation of residual ionospheric error

As with any parameter estimation process, the study of the propagation of random and systematic errors on
the observation data into the results, is relevant to GNSS observation data processing. By using different
simulation techniques, Santerre et al. [2] have obtained important results in this field for GPS ambiguities-fixed
and ambiguities-free carrier phase solutions. In the context of long-range differential code positioning, we will
now focus on the propagation of residual ionospheric errors into the horizontal coordinates. The fact that a
receiver clock error parameter is included in the least squares adjustment complicates a purely geometric
interpretation.

The ionospheric delay on a satellite that is simultaneously visible at the reference station and the rover (under
a large cnough elevation angle) will be different at both sites. This so-called ionospheric decorrelation increases
with bascline length and results in rcsidual errors on the corrected pseudoranges. These errors, which depend on
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the relative satellite-receiver position and time, propagate into the estimated parameters i.e. receiver coordinates
and clock error.
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Fig.1. BRUS-BORK actual observation data results

In order to illustrate ionospheric decorrelation, Figure 2 shows a plot of horizontal error induced by the
ionosphere at BRUS as a function of time (on Jan. 27, 2001) for stand-alone operation and for differential code
over a distance of 150 km and 400 km, baseline orientation of 90 degrees, cut-off angle of 10 degrees. Note that
the ionosphere is at its maximum activity level around 14h local time. For a baseline length of 150 km, most of
the ionospheric error is compensated for, with only slightly more residual error when the ionosphere is at its
most active state. A less pronounced improvement is seen over the 400 km baseline because of increased
ionospheric decorrelation.

Simulation technique and results

Figure 2 is the result of a simulation, using MatLab software, in which the only errors imposed on the
measurements are ionospheric delays. The Klobuchar model was used with post-processed alpha and beta
coefficients provided by CODE (Center for Orbit Determination in Europe, University of Berne, Switzerland)
for estimating the ionospheric delays. Using this model with post-processed coefficients is computationally light
while performance is sufficient for our purposes. For each simultaneously visible satellite (i.c. each satellite
visible under at least the minimum elevation angle at both sites simultaneously), at each epoch, the ionospheric
delay was estimated for both the reference station and the rover.
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Fig.2. Ionospheric decorrelation
Simulated corrected pseudorange data that is only affected by ionospheric decorrelation, is generated by
adding an estimate of the residual range error caused by ionospheric decorrelation to the exaet geometric
distance between rover and satellite. An estimate of the residual range error can be found by subtracting the
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estimated ionospheric delay at the reference station from the estimated ionospheric delay at the rover.

The simulated observation data for each epoch is processed in a standard least squares estimation of the
receiver position and clock error. In order not to bias the results, the iterative estimation process starts at the
exact receiver position and at zero clock error. The primary output of the simulation thus is one position fix per
epoch (except for epochs with insufficient common satellites) and its associated horizontal error. The only inputs
basically are: exact rover and reference station coordinates, satellite ephemerides, alpha and beta ionospheric
cocfficients, cut-off angle, interval, start and stop time.

While the simulation procedure facilitates analysis in the sense of Figure 2, it can also be used to construct
stimulated scatter plots. In Figure 3, a simulated scatter plot is shown for the rover set at BRUS, reference station
at BORK, cut-off angle of 10 degrees, session length of 24 hours (Jan. 4, 2001), interval of 15 minutes. This
setup corresponds to the scatter plot, generated from actual observations at the BRUS and BORK permanent
stations, presented in Figurc 1.

In comparing Figure 3 to Figure I, it seems that we have recovered the directional effect that was mentioned
previously. Figure 4 shows some other simulated scatter plots at BRUS for a baseline orientation of 45, 135, 225
and 315 degrees (Figure 4(a), 4(b), 4(c) and 4(d) respectively), baseline length of 300 km, cut-off angle of 10
degrees, session length of 24 hours (Jan. 4, 2001), interval of 15 minutes. The systematic baseline stretching is
demonstrated in each subplot.

2. User Equipment Based Regional Area Augmentation
Introduction

In order to overcome spatial decorrelation one clearly needs to employ, either implicitly (e.g. in case of
SBAS systems such as EGNOS) or explicitly, data from different reference sites. For terrestrial applications,
however, SBAS systems often cannot meet strict availability requirements because of signal masking. On the
other hand, terrestrial networks providing differential data are often confined to a rather slow data rate, which
implies that they cannot conveniently accommodate WADGNSS data. Even if they could, costly additional
infrastructure would be required.

It is particularly interesting against this background to investigate user equipment algorithms for merging
different sources of differential data. This technique, in which networked differential corrections are computed
by the user equipment, effectively implements regional area augmentation (RAAS). It has been discussed
previously with regard to the Loran-C/Chayka Eurofix service [3], sincc Eurofix could potentially make two or
more long-range differential data streams available over large areas. It could also be of interest in the context of
maritimc DGNSS radio beacons.
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Fig.4. Further simulation results
Networked pseudorange corrections

Wide area augmentation systems arc able to estimate various error components individually because of the
very long baselines present in their vast tracking network. On a regional scale, however, we limit ourselves to
modelling the total error. Additionally we assume that the error is basically a linear function of the location over
the regional area. For each satellite, the reference stations provide the total error as observed on-site in the form
of pseudorange corrcctions. -

Supposc that three non-collincar reference sites, located at (x;,y;) (i =1,2,3), provide a pseudorange
correction PRC; (i=1,2,3) for a certain satellite to a user located at (x,,y,). The three points
(x;, yi» PRC;) (i =1,2,3) define a plane in three-dimensional space. A point (x,, y,, PRC,) also lies in this plane
and PRC, can then be used as a pseudorange correction for the satellite at the user's location. If data from more
than three reference stations is available, least-squares techniques can be used.

Supposc that data for a satellite j is available from »n reference stations (n23), located at

(x;,y;) (i=12,...,n), at the rover's location (x,,y,). Denotc the pseudorange corrections received for this

satellite as PRC‘-j (i=12,...,n). Recall that a plane can be defined as z(x,y)=¢ag +axta,y. The

pseudorange correction PRC/ for satellite j at the rover can then be calculated as:

al PRC] I x oy
0 5
. : : : ; F J T
PRC] =af +alx, +aly, with|a] |= (AT Ay aT| PRCY | a7 72 22 "
b

PRC,{ 1 %, ¥

In case data from only two reference stations is available, assuming that the error varies linearly along the
line connecting both reference stations, we project the rover's position onto this line. We then find that:

D ORCE O
[, - x )’r_yl][z ']

[, . yz -_— y - .
PRC{ = PRC] + . _x: (PRC{ - PRCY). )
[—Vz—xl YZ‘)’l][vz_vl]

Simulation technique and results

This augmentation approach was introduced into the simulation software described previously. The rcference
valucs for the ionospheric delays at thc rover and each rcference station are first calculated (sce above). The
delays at each of the reference stations are then combined into a networked estimate of the delay at the rover.
Next, the networked estimate is subtracted from the delay calculated for the rover in the first step, in order to
obtain an estimate of the residual range error at the rover. This estimate is then added to the exact geometric
distance between rover and satellite in order to obtain a simulated corrected pseudorange. The simulated
measurements resulting from this procedure, which is repeated for each satellite and each epoch, are processed
as described above.

Several tests were carried out using different numbers of reference nodes, different baseline lengths within
the network, diffcrent geometries of the reference nodes, etc. Only satellites under common view at all reference
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stations and the rover were used. When using this common view approach, the cut-off angle should be chosen
low enough to ensure availability over the intended area (but not a lot lower). Each of the results shown below
were obtained using a session length of 24 hours, a cut-off angle of 10 degrees, an interval of 15 minutes and
under mild ionospheric activity conditions.

Figure 5 shows the result of a test using three reference stations distributed evenly around the rover at a
distance of approximately 1000 km. Despite the great distance of the reference nodes to the rover, the networked
corrections appear to be quite effective thanks to the favourable arrangement of the different nodes. Only minor
residual errors due to decorrelation are observed.

In Figure 6, the arrangement of the different nodes is much less optimal and the residual decorrelation effects
are consequently more explicit. The results are still better than when operating stand-alone, while using only one
of the reference stations was found to produce results even worse than in stand-alone mode.

The arrangement of reference stations in Figure 7 reflects a possible Eurofix setup within the NELS
(Northwest European Loran-C System) [3]. The performance at the rover's location is somewhat in-between
what we have seen previously, which is not surprising considering its location with respect to the reference
stations.
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3. Conclusions

Substantial spatial decorrelation effects occur when operating differentially with a single reference station
ovcer a long range. When different sources of differential data are available, however, user equipment based
augmentation appears to bc a useful technique for mitigating these effects, even over fairly large areas. A
uniform arrangement of the reference nodes over the intended coverage area is advisable.

The most attractive feature of user equipment based augmentation undoubtedly is that an expensive
communications network, which permanently links all reference sites and a control station, is unncccssary. Each
refcrence site transmits directly to the user, where all processing takes place. In case one of the reference nodes
goes down, the other nodes serve as a backup. Temporal decorrelation due to data latency is minimiscd since
each site only needs to transmit its own data. The computational load on the user equipment for carrying out the
data fusion is not high since the pseudo-inverse of A in (1) only necds to bc computed once for each encountered
combination of reference nodes.

This augmentation technique could be used in combination with maritime DGNSS radio beacons. Given that
the validity of correction data is (in the absence of selective availability measures) in thc order of several
minutes, one beacon receiver would suffice for this purpose. We could tune to thc different available beacons
one by one, retuning each time a complete set of corrections has been received. It is possible to do this
automatically since the tuning of most beacon receivers can be controlled by software. An implementation is
currently under development at Ghent University.

User equipment bascd regional area augmentation has becn discussed previously in the context of the Loran-
C/Chayka Eurofix service [3]. Indeed, it scems that Eurofix is particularly suitable since its full-scale
implementation would make two or more long-range differential data streams available over large arcas and its
arrangement of sites would be quite favourable. User equipment based regional area augmentation could
revalidate DGNSS as a useful mode for Loran-C/Chayka.
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BLUNDER DETECTION AND ESTIMATION WITH FUZZY LOGIC: APPLICATIONS TO GPS
CODE- AND CARRIER-PHASE MEASUREMENTS
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Abstract
Key words: GPS measurements, fuzzy logic, outlier detection

This paper presents a new strategy of localisation and estimation of gross errors (blunders) in code-phase
(pseudorange) and carrier-phase GPS (Global Positioning System) measurements. Our FLOOD (Fuzzy LOgic-based Outlier
Detection) procedure localises in a single iteration several (in particular cases, all of the) observations affected by blunders,
in contrast to typical least-squares compensation procedures which require iterations and have significant computational
cost. The devised three-step approach consists of a conventional blunder detection statistical test (first stage), a fuzzy-logic
based blunder localization procedure (second stage), and a blunder estimation module (third stage). The FLOOD approach
saves computational time and allows one 1o use the whole observation vector, without discarding the measnrements affected
by blunders. The procedure is applied to a rypical set of Coarse/Acquisition (C/A) code measurements. Three and five
blunders were injected into the measurement vector, respectively, and in both cases the FLOOD core localised the outliers by
assigning to the residuals membership values to the fuzzy set “observations affected by blunders” and defuzzifying on a
threshold-based value (a-cut criterion). Similar results are found on carrier-phase measurements.

1. Introduction and rationale

Detection and estimation of the magnitude of gross errors (outliers, or blunders) is a crucial issue in
navigation and geodetic measurements (for example, platform trajectory or orbit determination from GPS
position fixes, least-squares (LS) solutions for user state vector estimates with redundant pseudorange
measurements, orbit reconstruction from tracking radar estimates, triangulation and/or trilateration networks).
Outliers in the GPS observables (pseudorange or carrier phase) can be attributable to hardware receiver errors,
such as correlator noise and measurement noise, as well as to multipath, i.e. secondary-path signals reflected
from the ground or from structures in the vicinity of the GPS antenna. Unpredicted or partially compensated
anomalies (such as GPS satellite ephemeredes and clocks, ionospheric and tropospheric propagation delay)
produce position and phase errors. Moreover, secondary-path signals reflected by the structure of the platform
can significantly distort the signal’s waveform amplitude and phase, inducing blunder in the observables.

Throughout this work, the assumed functional model of the GPS observations is Gauss-Markov [1]:

HAu=E[Al]= Al+v, (1.1

where E[-] is the expectation operator, v is the zero-average vector of the true measurement errors, rank(H)=4,
i.e. the columns of H, the geometry or design matrix, are independent, and H'H is non-singular (T stands for
transposition). The ordinary LS solution for the n linearized pseudorange equations, n being the number of
visible GPS satellites or the number of acquisition epochs multiplied by the number of visible satellites is [2, 3]:

Au=(H"PH)'H"PAl, (1.2)

where Au is the vector offset of the four-element user’s position and clock bias vector u= [x y z b]" from the
values at the linearization point, Al=[Al, ... Al,]" is the nx1 vector difference between the pseudorange values
associated with the user’s position and those associated with the linearization point, and H is the nx4 design (or
geometry) matrix, whose rows contain the direction cosines of the line of sight from the user’s linearization
position to the satellite. P is the weight matrix of the observations.

The purpose of this work is to present a new methodology of blunder detection and estimation in a vector of
LS-adjusted observations, regardless of the choice of the adjustment model (Gauss-Markov, Gauss-Helmert,
condition only, with constraints on the parameters, etc.), exploring logical relationships between abnormal
misclosures and blunders, and their mathematical formalisation by means of descriptions using the everyday
spoken language.

The mathematical tools and concepts used belong to fuzzy set theory and the extensions of Boolean logic to
multi-valued logic (fuzzy logic). The interested reader may refer to [4, 5, 6, 7] for a basic introduction on fuzzy
sets and fuzzy logic.

The main advantages of the fuzzy logic-based approach to our detcction and cstimation problem are:
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1. A correct (unbiased) estimate of the outlicr (or the outlicrs) allows removal of the gross crror from the

affected measurement, and the observation is not discarded, thus leaving the redundancy unaltered;

2. The LS-adjustment with the corrected measurements is improved;

3. Use of fuzzy set theory and fuzzy logic is shown to bc effectivc in correct localisation and estimation

of one and more than one single gross error in the observations as well.

4. Blunder detection and estimation is not performed iteratively, but in a single step, with significant CPU

time saving;

5.  Typical statistical tests on the normalized LS-residuals for blundcr detection are avoided, thus

implementing cost-effective procedures.

The Fuzzy-LOgic-based Outlier Detection (FLOOD) algorithm presented here is a post-adjustment procedure
by means of which in a single step (i.e. after only one L.S-adjustment) one or more than one blunder are localized
in the uncorrelated pseudorange mecasurements needed for the GPS single-point-positioning problem.
Furthermore, we show a final statistical procedure in which these blunders are estimated and the estimates are
submittcd to two-tailed tests of significance, in order to confirm the FLOOD-derived localization.

The paper is structured as follows. After some background on fuzzy set concepts, necessary to define the sets
of interest and their characterisation in the fuzzy sense, and on the adopted statistics in the presence of gross
errors, the conceptual stages of the methodology are presented, putting in evidence the innovative aspects and
the advantages with respect to classical techniques. Successively, the technique is applied to real datasets
gathcred from GPS campaigns, and its effectiveness and power in detecting and estimating gross errors is shown.
Concluding remarks and direction for further work close the article. B

The basic concept of fuzzy set is briefly recalled here. Given a non-empty set U, called “universe of

discoursc”, a fuzzy set is a pair {§,u§(x)], with xeU. The mapping u§:§—>[0,l] is called “membership

function”, and expresses the degree of truthfulness of the statement “the element x belongs to S . Thus if
K. (x)=0, x is “absolutely not belonging to S”, and if M, (x)=1, x is “completely belonging to S, Every
intermediate situation, i.e. O<p, (x) <1 is “fuzzy”. In this framework, classical (non-fuzzy, or crisp) sets have
mcmbcrship functions of the kind pg(x)€ {0, 1}, whereas p_ (x)e [0, 1].

Much work has been done in the past to devise statistical techniques for blunder detection, localisation and
estimation in LS-adjusted data [1, 8]. Basically, given a set of observations, hypothesis testing algorithms such
as the Fisher Global Model Test [8, 9] allow one to accept or reject to some degree of confidence the null

hypothesis Hp about the absence of gross errors in the observation vector 1. The a-priori variance factor 6} is
assumed known, as well as the nxn variance-covariance matrix X of the observations, assumed Gaussian and
uncorrelated, so that P= 62 X" is diagonal. The adoptcd functional modcl has r=n—4 degrees of freedom (r is also

called redundancy, being the difference between the number of measurement equations and the number of
unknowns). In order to test the null hypothesis Hy, i.e. the assumption of “absence of blunders in the vector 17,
the Fisher test uses the statistic:

(1.3)

where 5(2, is the a-posteriori variance factor, and v is the nxl vector of the LS residuals. In the absence of

blundcrs, the estimate of sg ,ie. VTP V/r, is a Best Invariant Quadratic Estimator (BIQUE) [8], and the statistic
(1.3), assuming no gross errors and Gaussian observations, is a central chi-square with r degrees of freedom:

2 x?
R (1.4)
o, r
The one-tailed hypothcsis test with significance level o accepts Hy if:
2 ~Tpa 2
o ¥ ‘:VSX'-"“, (1.5)
o; [0 g

whereas the presence of outliers in the observations is inferred in case of failure of the test, that is, when the
statistic becomes unacceptable, or abnormal:
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In case of rcjection of Hy, the successive step, i.e. localisation of all the possible blunders in I, is typically
accomplished by using methodologics whosc effcctiveness depends on the correctness of the choscn functional
and stochastic models, and on some hypotheses on the statistical behaviour of data (Gauss distribution,
uncorrelated observations, presence of one single outlier in I). In particular, if £ is known, iterativc post-LS
adjustment procedures such as Baarda's data snooping [9] are used to localize outliers, whereas if in X only an
unknown variance factor is assumed, Pope’s method [10] localises correctly the single blunder. Under thc above
mentioned hypotheses, simple relations are available in the GPS literature [11] for estimating the magnitude of
thc outlier.

Baarda’s approach assumes diagonal X and P matrices [9, 10], i.e. uncorrelated observations, and applies
two-tailed hypothesis testing to the standardised LS residuals W, =V /g, (i=1,...,n), where o, is the standard

deviation associated with each v, . A blunder is localised in the observation with the maximum absolute value of

w, . The anomalous observation is discarded, the LS-adjustment is repeated, obtaining a new global solution,

and the Fisher test is applied. If Hy is rejected again (there is at least another outlier in the observations), then
Baarda’s data snooping is repeated, the w; are tested until all the blunders are localiscd and all the anomalous

observations are discarded.
In the presence of only one blunder V; affccting the i-th obscrvation I, (which has variance o7 ), an estimate
of its magnitude is obtained from the 1-th LS-residual [10]:

Vi =-2t, (1.7)

L

where r; is the local redundancy, i1.e. the (1,i)-element of the nxn redundancy matrix R, given by:

o
T, = (1.8)

o

since P is diagonal. It can be shown that R=Q,P, where Q, is the (singular) cofactor matrix of the LS
residuals [8]:

Q. =ap' —H(H"PH)'HT). (1.9)

The standard deviation of the estimate (1.7) is obviously, using (1.8):

C..=—t=—4+— (1.10)

The case of correlated observations, but still assuming a single blunder, is thoroughly investigated in [8] and
[12], where it is shown that the itcrative use of Baarda’s data snooping is still effective but at the cost of heavy
computational cffort, since the whole nxn cofactor matrix Q, is needed to calculatc the variance of the i-th

element of w, =PV, the nx! vector of the weighted LS residuals. Moreover, errors that could impair

convergence of the solution are unlikely to be found with this procedure.

When more than one blunder affects 1, the algorithm is performed iteratively, but in many cases its
weaknesses can seriously impair the whole procedure of blunder detection and estimation. First, in the presence
of set of measuremcnts of large dimensions and with complicated models, the computational effort can be very
cumbcrsome, for examplc when dcaling with carrier phasc cycle counts or phase measurements from thrce or
four antennas in a GPS receiver for attitude determination. Second, the effect of blunders on the magnitude of
residuals and on misclosure errors is not taken correctly into account [9] and could lead to erroneous estimates of
the outliers, if not thcir crroneous localisation. This could lead to unwanted propagation of a measurement error
on several estimates of u. Third, some pre-adjustment analysis, performed through statistical control of
conditional misclosures (i.e. errors of closurc of the condition equations) and their logical relationships, is
required for effective results, but great effort to formulate all the functionally independent condition equations is
usually required. This problem is frequently dealt with in post-processing analysis of GPS positioning solutions
with some constraints.

Localization of the blunders could generally be performed by a pre-adjustment analysis considering the
functional modcl of thc so-called “Conditions-only™ [1], by checking conditional misclosurcs (i.c. closure errors
of the condition equations). Thc analysis is performed through statistical control of the misclosures and
investigation about the presence of some, say &, of the n measurements in condition equations which exhibit
abnormal misclosures and, at the same time, about the absence of the same k observations in condition equations
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with non-abnormal misclosures. Therefore, blunder detection can be expressed in linguistical terms with the
following 1F-THEN rule with the standard logic connective AND:

IF there are k (of 1) measurements in some condition equations which exhibit abnormal misclosures
AND the same & measurements are absent in condition equations with non-abnormal misclosures (1.11)
THEN the & observations are likely to be affected by outliers

2. Outlier detection in LS-adjusted observation vectors: description of the methodology

A conceptual flow diagram of the proposed mixed fuzzy/statistic methodology for outlier detection and
estimation is illustrated in Fig. 1, starting from the measurement vector 1 and the weight matrix of the
observations P.

Measurement vector |
Weight observation matrix P

Functional
model:
Al+v=HAu

Convergence not reached

[ Fisher Global Model test ]

Hy accepted
Post-processing

H, rejected

FLOOD algorithm ]

Y

Estimation of
blunder magnitude

Fig. 1. Conceptual flowchart of the proposed methodology for blunder detection and estimation.

The procedure can be partitioned in three main blocks:

Block 1. A standard LS adjustment is performed on all the available observations until convergence is
reached, a global solution for the user state vector is obtained and the LS-residual vector ¥ is computed. The
Fisher test for the absence of gross errors is performed on the residuals. If Hy is accepted, the user vector
estimate is validated and passed to a post-processing block (e.g. orbit reconstruction, filtering, data smoothing,
etc.). If the test fails, the nxn covariance matrix of the LS residuals X, and the redundancy matrix R are
computed and passcd to the FLOOD module.

Block 2. The FLOOD core, entirely based on fuzzy logic, implements fuzzification, which converts the input
data to degrees of membership to some (fuzzy) scts, cvaluates a logic rule on the basis of the fuzzified input, and
finally performs defuzzification, which converts the resulting output fuzzy set into a single numerical valuc, used
to infer the presence of blunders in the analyzed measurement vector and localize it in I. As it will be shown in
Sec. 3, the FLOOD module locates the observations affected by gross errors even if they are more than onc. A
simplified block diagram of the fuzzy module is shown in Fig. 2.

Block 3. After identification of the GPS measurement (or measurements) affected by a gross error, a
statistical module performs estimates of the magnitude of the blunders. Furthermore, in order to confirm the
FLOOD-derived outlier localization, the estimates are submitted to two-tailed significance tests.

In the following subsections, a description of cach of the modules will be given in detail.
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Fig. 2. Simplificd block diagram of 1he fuzzy sysiem (FLOOD core).

2.1. The FLOOD algorithm

Implementations of the FLOOD procedure for detection of outliers in the vector | starts from the definition of
the crisp inputs to the fuzzy system of Fig. 2. To this end, we consider the following relation betwecn V., R, the
nx1 vector v=-1 of the truc errors and the vector of the uncorrelated observations I [13}:

v=Rv=-RI1 2.1)
Successively we define the nxI vector of the standardized LS-residuals v = i{'i/o\‘, } (i=1, ..., n), and the nxn

matrix R = {?., =r,,/o, } which we call “relative redundancy matrix”. From (2.1):

v=Re=-R1I (22)

Eq. (2.2) can be considered a set of condition equations (functionally dcpendent because of the singularity of
R and of R) among the observation errors, and the standardized LS-rcsiduals v, can assume the significance of
misclosures. The basic idea of the FLOOD algorithm is to translate in fuzzy linguistic terms the pre-adjustment
procedure identified by the rule (1.11), and to define in the fuzzy sense the sets of interest in the blunder
dctection procedurc.

The fundamental hypothesis is that the observations (pseudoranges or carrier phases) are uncorrelated, and
the rulc implemented by the FLOOD strategy is the following:

if the contribution of a measurement l; (by means of the corresponding error) to the abnormal
standardized LS-residuals v, (i=1,... n) is great and the contribution of I; to the non abnormal (2.3)
standardized LS-residuals is small, then the i-th observation is affected by a blunder.

In other words, the FLOOD fuzzy inference enginc interprets the values of the input vector 1 and. based on

the rule above, assigns degrees of membership of the elements of 1 to the output set H (sec later). The fuzzy sets
to be defined in the FLOOD algorithm and the symbols used in assigning the membership functions are
summarized in Tab, 1.

Table t: Definition of fuzzy sets in the FLOOD procedure

Linguistic meaning of the fuzzy set Symbol used
Abnormal standardized LS-residuals A
Non-abnormal slandardized LS-residuals N
Measuremenis with greal contribulion 1o the abnormal 6
standardized LS-residuals
Measurements with small contribulion 10 the non-abnormal '§
standardized LS-residuals 3
Measurements affected by blunders B

Obviously, the linguistic terms *“abnormal”, “non-abnormal”, “great”, “small”, have to be defined in the
fuzzy sense, that is, as fuzzy variables with their membership functions (belonging to a *“term set”) defined over
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a “base variable” [4]. In our case, the base variables are “Standardized LS residuals” for the term set { Abnormal,
Non-abnormal} and “Contribution to the standardized LS residuals™ for the term set {Great, Small}.

The measurements l;, the standardized LS-residuals v, /o- and the relative redundancy matrix R constitute
the crisp input to the FLOOD block (Fig. 2), i.e. the input numerical values which will belong to the fuzzy sets
of Tab. 1 with some degree of membership. The fuzzifier assigns membership functions to the fuzzy sets A, N,

G, S :the elements of A and N are the vi/crQi , whereas the elements of the input fuzzy sets G and S are the

observations I, i=1, ..., n. The membership function of the standardized LS residuals to the fuzzy set A of the
abnormal standardized LS-residuals is defined as follows:

by = |= = (i=1, ..., n) 2.4)

with the denominator acting as a normalizing factor. Eq (2.4) reproduces Baarda’s approach to the analysis of the
residuals, assigning maximum membership to the greatest value of ¥, /o , and considering a linear function.

The fuzzy set { N g () }, the complement of A, hasa membership function given by:

Mg il =1-p; =it G=05 e ) 2.5

and, as obvious, small values of the standardized LS-residuals have high degree of membership to N . The crisp
input values [; belong to the fuzzy set G (measurements with great contribution to the abnormal standardized
LS-residuals) with a membership function which takes account of u, introducing a weighting factor extracted

from the elements of R and normalized to 1, and finally applying the square root as a linguistic modifier, or
hedge [7] which models the term “Great™:

v r, "
Pa(ll )= M3 0_‘1 InJ | (=1, ..., n), (2.6)
% i
k=1
where the index j is given by:
~ r 1
7= o, {5 a2 @
Vi

The meaning of the value T; is as follows: it represents the maximum influence that the observation |; has on all

the standardized LS residuals. This influence is normalized to 1 by considering the whole i-th column of R. It
has to be stressed that (2.6) approaches 1 only if both the factors are close to 1: that is, when I; gives a strong

contribution to the residual C'j/oQl and the membership of the residual to A is high, 1; belongs to G with high
degree of membership.

The measurements with small contribution to the non abnormal standardized LS-residuals belong to S with
membership function given as follows, using (2.5):

M1 )=ng| <= H1- l:"' = 1-ms | == | l:"i (i=h,..n), (28
V‘ =2 v =5
k§=:lrkl < ki

where the index j* is given by:
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(2.9)

Dually with respeet to G, the value 'r'J., represents the minimum influence of I, on the standardized LS-

residuals vector. When |; gives small contribution to the residual \7,. /o;}_ . the difference in (2.8) approaches 1,

and if the j*-th residual belongs strongly to the set of the non-abnormal residuals, the whole membership of |, to
S becomes high.

As far as the fuzzy inference engine is coneerned, the input members of the rule are numerical values of the
membership functions associated with G and S . and the output defines the fuzzy set H=Gand S of the
observations affected by blunders. The AND operator used is the fuzzy intersection (often referred to as T-norm
(51), and the membership function assoeiated with B is deduced assuming as T-norm the min-operator:

Hg()=min{ps (1), me (1) f (i=1, ..., n). (2.10)

The defuzzifier maps the fuzzy set B to the crisp (non-ambiguous) set B of the observations affected by
blunders. The set B is assumed equal to the ordinary a-level, or a-cut subset of B [13]:

B=B, ={l, el | B0020.} . @.11)

As stated by (2.11), the observations affeeted (with eertainty) by blunders are eonsidered those that belong to

B at least to a degree o. The numerical value of o, determined experimentally with different datasets, has been
set to 0.60.

2.2. Estimation of the blunder magnitude

Denoting with b the number of blunders that have been deteeted and loeated by the FLOOD eore, and with g

the bx1 vector of the (unknown) numerical values of the blunders, we extract from the redundancy matrix R the
diagonal and off-diagonal elements that correspond to the respeetive positions of the b located blunders, thus

obtaining a bxb matrix C. We also extract from the vector of the LS residuals v the elements that correspond to
the respective positions of the b blunders, thus obtaining a bx1 veetor v * . Henee, we have the system:

Cg=v* (2.12)
from whieh the bx1 vector of the unbiased (if C is invertible) estimates of the magnitude of the blunders is:
g=C"v", (2.13)

where C* is the pseudo-inverse matrix of C. Sueeessively, each ecomponent of g is submitted to a two-tailed
test of significanece with 1%-significance level. The bxb cofaetor matrix of V*, Q.. is then derived from Q, ,

and finally the bxb variance-covariance matrix of the estimated blunder vector g is evaluated as:

I, =0,C Q. (C") . (2.14)
The null hypothesis is:
H,: E[g]=0 (=1,....b). (2.15)

. . « . . . 2 .
Assuming Gaussian uncorrelated observations and a known a-priori variance factor o, each estimated
blunder g; is Gaussian as well. If the value éi/oé of the i-th standardized estimated blunder is greater than the
1

eritical value u,_g» =2.57 (with a=1%) of the standardized Gaussian density [15]:
éi/oél Zul_a/z =2.57 (2-16)

then §, is judged significant and (with 1%-significanece level) the eorrespondent observation is affected by a
gross error. If (2.16) is not satisfied, the observation is considered normal, i.e. not affeeted by a blunder.
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3. Numerical results

The FLOOD detection and estimation procedure has been tested on scveral datascts. The first example
(determination of the GPS antenna phase center by mcans of morc than four measurements) uscd an antenna
fixed on a point in Poggiorcnatico (Ferrara, Italy) of thc ncw ltalian gcodctic nctwork “IGM95”. The GPS orbital
data were deduced from a precise ephemerides file in the SP3 format [16]. Pscudorange (code-phase)
measurements were obtained from the C/A (Coarse/Acquisition) code and were input as a RINEX (Receiver-
INdependent EXchange) format file. The data of one session obtained via dual-frequency receivers were
elaborated, with eight satellites in view. We employed four epochs with fifteen-minute sampling interval, and
eight pseudorange measurements for each epoch, dealing therefore with n=32 uncorrelated observations, 4
unknowns (the elements of u), and a total redundancy r equal to 28.

In the stochastic model we assumed two unknown variance factors: the variance of each observation has bcen
modeled as the sum of a constant and a term inversely proportional to the square of the SNR (Signal-to-Noise
Ratio), evaluated from the values writtcn in the RINEX files as flags from 0 to 9. The BIQUE estimates of the
two variance factors were performed following a rigorous procedure [10] and a simplified method developed by
one of the authors [12]. Both techniques gave identical results.

In order to test the whole approach to blunder detection, the gathered dataset has been intentionally corrupted
with three blunders and successively, in a second experiment, with five. In the first case the injected blunders
were equal to 2 km in the 4th pseudorange observation, -2 km in the I3th, and 3 km in the 25th. After
performing the ordinary LS adjustment, the Fisher test on the statistic (1.3) failed as expected:

2 Tpe 2
o SOV TCN O TR 3.1
& 0, r 8

at 1%-significance, thus confirming the presence of blunders in I. The FLOOD core of our methodology allowed
us to locate the threc blunders exactly in the 4th, 13th and 25th obscrvations. Table 2 shows the pseudorange
measurements whose membership function in the fuzzy set B (obscrvations affected by blunders) is greater than
the critical value 0.=0.60, reporting the observation number, the LS residual, the standardized LS residual and
the numerical value of the membership functions i, g, Mz B, By -

Table 2: Three blunders injected in the observation vector I.
The table reports the GPS measurements with pz 20.60

T ISTrawiamal sm"dmd':;{.[ = Membership function values
number (i) v, [m] residual .|
‘i O I He Hs Ha
4 1727.0 50.76 0.693 | 0.307 | 0.810 0.956 0.810
13 -1887.1 -54.37 0.742 [ 0.258 | 0.836 0.832 0.832
25 2655.8 73.26 1.000 | 0.000 | 0.972 0.933 0.933

After blunder localization, we estimated their magnitude (block 3 of the proccdure). The unbiased estimates

(2.13) are reported in Tab. 3, second column. The fifth column reports the numerical results of the two-tailed test
evaluated in correspondence of each standardized blunder. As it can be seen, each gi/cgl satisfies the condition

(2.16).

Table 3: Estimates of the three injected blunders and of the standardized blunders

Observation Blunder injected value | Estimation Standardized
number (i) estimate{m] inl [m] error blunder g,/O-&
4 2025.9 2000 1.3% 53.57
13 -1980.7 -2000 0.97% -50.77
25 3004.0 3000 0.13% 74.12

In the second cxperiment, two additional blunders werc injected ‘in the observations, namely -0.5 km in the
10th pseudorange and 0.5 km in the 29th. Again, application of the Fisher test confirms the presence of blunders:

2 ¥Tpy Xrw 483
o -4102> =S5 =1725 (3.2)
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Table 4 reports the main numerical results related to this case. It has to be stressed that by retaining the
experimental value of 0.60 of the a-cut threshold, the procedure is able to detect only three of the five blunders,

locating them in the 4-th, 13-th and 25-th pseudoranges. Lowering o to 0.40 allows us to locate correctly all the
five gross errors.

Table 4: Five blunders injected. Observations with membership function p; 20.40 (0,=0.40)

LS residual | Standardized LS residual Membership function values
Observation o v i
number (i) lmI] Gi'i M Hy Hs 5 Hg
4 1768.2 51.97 0.701 0.299 0.815 0.959 0.815
13 -1886.6 -54.35 0.733 0.267 0.831 0.849 0.831
25 2686.6 74.11 1.000 0.000 0.972 0.769 0.769
10 -597.7 -18.14 0.245 0.755 0479 0.991 0.479
29 631.8 16.26 0.219 0.781 0.456 0.898 0.456

The unbiased estimates of the magnitude of the first three located blunders are reported in the second column
of Table 5. As before, the two-tailed test on the first three standardized blunders confirms at 1%-significance
level the previously identified locations.

Table 5: Estimates of the first three blunders and standardized blunders (second case, five outliers, a-cut
threshold=0.60)

Observation Blunder Injected value Estimation Standardized
nwumber (i) [m] [m] error blunder g'/gi
4 2073.4 2000 3.7% 54.83
13 -1977.9 -2000 -1.1% -50.70
25 3041.0 3000 1.4% 75.03

Eliminating from the observation veetor the three anomalous pseudoranges (Nos. 4, 13 and 25), the available
observations reduce to n=29, with total redundancy r equal to 25. After a new LS adjustment, the Fisher test
confirms the presence of other blunders, providing for a=1%:

: ~Tps 2
S—‘:=V P’v=12'1>5£=i'3:1.77 (3.3)
G, ro, r 25

Successive application of the FLOOD algorithm on this new measurement vector allows us to locate the
remaining two blunders exactly in the 10th and 29-th measurcment, considering only the pseudorange

measurements whose membership function values puj are greater than 0.60 (0;=0.60). Table 6 summarizes the
statistical analysis and the membership values.

Table 6: Two blunders left in the observation vector

PShrasiial Sm":’::j:“:f & Membership function values
Observation . i
number (i) vi Vi
[n] g, M3 M Mg Hs Hs
]
10 -415.6 -12.76 1.000 | 0.000 0.961 0.899 0.899
29 4438 11.49 0900 | 0.100 0.920 0.974 0.920

The unbiased estimates of the magnitude of the last two located blunders are reported in the second column

of Table 7. The two-tailed test on the remaining two standardized blunders (fifth column of Table 7) confirms
their locations.

Table 7: Estimates of the two remaining blunders

Observation | o, il Injected value | Estimation Standar f““d
number gl [m] error blunder E./U-,'
10 -458.6 -500 -8.3% -12.01
29 462.8 500 7.4 10.65
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As a remark, the estimation errors become greater: this is due to the small numerical entity of the injected
blunders (500 m absolute value, with typical pseudorange values of the order of 2.5-10” m). After disearding the
observations Nos. 10 and 29, the Fisher test does not indicate anymore the presence of blunders in the
measurement vector.

Finally, the whole proeedurc has becn applied to carrier phase measurements (eyele counts) gathered from a
eommereial GPS board (Garmin® GPS25LP). connected to a PC by means of a RS-232-like interface, and
acquiring pseudoranges and number of carrier cycles at 1-seeond epochs. Statie measurements were aequired
over different 10-minute aequisition eampaigns. By injeeting sensibly wrong eounts in some of the cyele
measurements with the same strategy adopted for the pseudorange observations, we found similar results, not
reported here for the sake of brevity. The choice of 0.60 for the . threshold for the definition of B has been
found to be effeetive, even if in the ease of “small” blunders.

4. Conelusions

The mixed fuzzy/statistical methodology described in this work performs eorrectly blunder detection (with
statistical tests), localization (with a fuzzy-logic based approach) and estimation (Eq. (2.13)). Application of our
approach to real datasets (GPS pseudorange and carrier phase measurements) enabled us to localize blunders
even in the presence of more than one gross error in the observations, allowing us to skip classieal iterative
methodologies for blunder detection. Furthermore, the methodology implements a statistical module capable of
providing unbiased estimates of the magnitude of the previously located blunders. The eomputational saving
with respect to iterative techniques such as Baarda’s data snooping is significant. In the first case of our example
(See. 3, with only three blunders), Baarda’s technique would have required three iterations and the estimate of
the blunders would not have been correct, whereas our methodology required only one step and gave correct
estimates of the blunders. In the seeond ease (with five blunders), five iterations would have been required,
whereas the FLOOD core of our methodology required only two steps and again correet estimates of the
blunders were obtained. It is worth noting that (see Tab. 4) if in the ease of five blunders we had assumed the

eritical value a. of the membership function in the fuzzy set B equal to 0.45, only one step would have been
suffieient to locate all the five blunders. Further research is needed to modify the defuzzification algorithm in
order to improve the FLOOD core: there is a degree of arbitrariness in the funetional ehoice of ¢, which eould
impair the methodology (or at least rcquire more than a single inspection of 1) for particular datasets. The authors
are eurrently developing alternative strategies for the definition of the output set of the observations affeeted by
blunders, and effective defuzzification techniques.
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Abstract

Resuits of processing GPS measurements obtained on Space Station Mir are presented and processing technique is
described. Processing is performed in two steps. First, the interval being processed is divided into short (a few minutes in
length) subintervals and measurements on every subinterval are approximated by normal points. In generating the normal
points the station motion is considered as Keplerian. Then, using the obtained normal points, the functional of least square
method is constructed. Minimization of the functional on solutions of rather detailed equations of the station motion gives an
approximation of its actual motion. This approximation is used to provide the navigational reference for results of researches
performed on the station and can be used in coping with the flight control problems.

Introduction

The GPS-receiver is installed on Space Station Mir to provide a high-precision navigational reference for the
MOMS-2P scientific equipment accommodated on the Priroda module. The receiver operates only with the C/A
code and, together with the module angular rate gyro unit, makes a set of MOMSNAV equipment. The
equipment is accommodated inside and outside of the Mir pressurized volume and includes such elements as
GPS-receiver (antenna modules, avionics), gyro unit (2 sets of gyro modules), power supply unit, service and
science data distribution and management unit connected with the station telemetry and telecommand systems.

The GPS-receiver has two antenna modules, each containing two antennas. The antennas are accommodated
outside the Prioda module. The antennas are positioned and oriented so that to minimize their shadowing by
solar arrays and other structural elements of Space Station Mir. To meet thermal requirements the antennas are
protected with radio-transparent heat-shielding fabric.

As far as the GPS-receiver is included into the MOMSNAYV equipment set, it is controlled via a link provided
to control this equipment. Two operational modes are envisaged for the MOMSNAYV equipment. The first mode
"GPS + gyro module" is used in measuring sessions of the Earth remote sensing equipment MOMS-2P for
purpose of referencing the scientific information. The second mode "GPS only " is intended for determining the
station phase vector. The both modes can be used for the MOMSNAV data downlink via the station data
systems.

Commands to control the GPS-receiver are generated at the ground stations and uplinked to the Priroda on-
board computer. The commands will be implemented either at the present time, or immediately. In the first case
the commands are served out from the onboard computer in accordance with the specified time references, in the
second case these commands enter the receiver immediately.

1. GPS measurements results

The Mir phase vector measurements results obtained via GPS make a sequences of values of coordinates z|,
z, z3 and the station velocities z; =dz|/dt, z5 =dzy/dt, 24 =dzy/dt within the Greenwich coordinate

system on a uniform grid with a time step of 4 s. In some rarely encountered grid points no measurements are
available. Lengths of measurement intervals are within a range from several dozens of minutes to several hours.

The GPS-receiver accommodated on the station ensures the definition of coordinates z;, z, z3 with nominal
errors being 100 m and velocities z4, zs5, z4 with nominal errors of 0.5 m/s. However in some subintervals
several minutes long the errors can be sufficiently higher.

105



Despite a rather high accuracy the "shoddy" data of GPS measurements do not allow to solve those problems
of processing the results of scientific experiments which require to use a smooth approximation of the station
orbital motion, for example, such approximation that can be given by solutions of motion equations resulted
from processing the traditional trajectory measurements. However, the GPS data can be used instead of
trajectory measurements while looking for the appropriate approximating solutions. Such a method of
determining the station motion parameters appears to be no less accurate and offers more convenience against
traditional. Principal mathematical models and algorithms making a basis of PC software designed for
calculating the station motion parameters from the GPS measurements within short (up to several days) time
intervals are described hereafter. As far as the accuracy of the velocity constituents of GPS data are not high, the
only coordinate measurements are used in the capacity of initial measurement information.

2. Data processing technique

The station motion mathematical model is based on differential motion equations of the station mass center
written in the Greenwich coordinate system. The model takes into account the Earth's gravitation field and
atmospheric drag. The field is considered up to harmonics of the order of (8,8) inclusively in the expansion of
the Earth's gravitational potential into a series by spherical functions. Atmosphere is assumed to be motionless
relative to the Earth's surface, the atmospheric density is calculated from the GOST 22721-77 model. Variables

in the motion equations are z,...,zq . Introduce vector z =(zy,...,2¢)7 . By the numerical integration of these
equations z can be found as a function of time . Designate the solution of motion equation having an initial
condition z(f5)=a as z =@(t,a).

There is a too large amount of GPS data and their accuracy is rather uncertain to use them directly in
generating the solution of differential equations approximating these measurements. It would be much more
convenient (especially when carrying out calculations on PC) to compress data being available and, in parallel,

access its quality rejecting inaccurate measurements. The measurement data is compressed by generating normal
points.

Assume the station coordinates to be measured in moments of time #; (k =1,2,...,N). Designate the result
of measuring coordinate z; at moment 7; as :,U‘) (i =1,2,3). Divide the measurement interval containing
points f; on intervals [/, (u=12,..,M). Interval !/, contains n,
k=Ny1+1....,N,, where Ng=0, N, =N, +n,, Nj =N. Suppose that errors in all measurements

points ¢, numbered by

are independent and distributed normally with a mean value equal to zero. Errors in measurements of each
coordinate z; in interval /,, have similar but unknown standard deviations o - With the given assumptions the

definition of initial conditions of the station motion z(7p) =« and the unknown standard deviations o, is

reduced within a framework of maximum likelihood method to the minimization of functional

M ‘Yﬂ Ny 3 k)
CD=ZI 252 +3n,Inoy, |, ¥, = Z Z[zi -i(tg, )12,
=

o k=N ,_+1 i=l
Minimize @ in several steps. At the first step, taking a as constant, find estimates of standard deviations
and ®| =min® for o, . This step is easy to accomplish analytically. We have

2y =
BE= (Dl-zZnﬂln‘Pﬂ.
M u=1

Here, in the expression for ®; the unessential additive constant is omitted. At the second step
a* = argmin® ;| will be found. Within a framework of maximum likelihood method vector a * is the estimate
the unknown vector « .

Practically, the direct performance of the second step is associated with certain problems the greatest of
which is a large amount of measurement points (coarse errors encountered in measurements are not yet under
consideration). When each of the points has to be processed while ¢(f,a) is being calculated, either rather

complex software has to be used, or much time has to be expended to calculate functional ®,. Simple and
effective techniques for calculating @, are desirable. These are possible to obtain by using normal points. In the
given case the normal points serve to approximate functions ¥, =¥, (a) and are arranged in the following
way.

Suppose z = y(t, ) — Keplerian approximation of the station motion in interval / u» B=(a,e Ly, Qi )T
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— a set of Keplerian elements of orbit: a — semimajor axis, e — eccentricity, L, — mean longitude for a certain
epoch, Q — longitude of ascending node, i — inclination, @ — argument of perigee latitude. An epoch selection
for task Ly is unessential. The first point with measurements, N, 4> in interval 7, is taken for convenience.

Lengths of intervals /  are supposed to be such that in each of them, provided the relation between a and S is

proper, relationship ¢(1,a@) = y(t,8) can be considered fulfilled. Let's name values @ and B meeting such a
relation as equivalent. Actually, lengths of intervals / u must be selected so that the equivalence is expressed as

the Kepler problem formulae. For example, to express dependence ¢(7,,a)= x(r,,pB), where 7, — is a

middle point of interval /.

Designate 28 0, (14,@) = 43 (B) + By (@, B), where A (B =28 - (4. B),
By (a,p) = x;i(ty, ) - ¢;(t;,a), and present the expression for ‘¥, in the form
¥, (a)=Ya(B)+¥h(a. B)+ V5 (a. B),
Ya(B) =D 45(B), Wh(a,p)=) Bi(a.f), Wi(@,B)=2) Ay(B)By(a.p).
ik ik ik

Here, summing up with respect to i is performed from 1 to 3, with respectto & —from N ,_; +1 to N,.

Take B, =argmin'¥'j and suppose that such B, is unique. From the definition of A, the following
relation is derived

2¥3(B,1) a1t By)
B B

As far as the above equivalence of functions ¢(r,a) and y(1, B) is concerned, with a values close to S,

=23 Aw(By) =0. M
ik

we obtain
ox(t,By)

B AB

pt,a)— x(t,B,) =

where Af — a certain function of a. The last relationship enables to find approximated formulae for If we

substitute them in the expression for Vi (a, B) and consider equality (1), then W (a,B,) =0 can be obtained.
From this the approximated formula is derived

V()= VI(B )+ P o, B ) @3]

Estimates 3/2, of dispersions 0'/2, of errors in coordinates measurements can be calculated via formulae

5 EE B

& 3n/,

Now find the approximated expression for ‘{’}; (a, B,) - There are two ways for this.

The first way. Suppose, that interval / u is sufficiently short, then difference ¢(t,@) - x(1, 8,,) hardly varies
within it and it can be assumed that

s (k=12,..,M). (3)

3
\y/l;(a’ﬂy) G nﬂZ[¢i(T,u,a)_zi(Ti7ﬂ,u)]2 s

i=1

where 7, — is a middle point of this interval as before. The middle point selection is particularly attractive in

the event when moments with measurements form a uniform grid on the time axis. A set of values 5/2,,

1,(1#,,6#) (i=1,2,3) will be taken as a normal point in the described way of approximating the function

n, and

‘{’/’j(a, B, - Such an approach to constructing normal points is widely used.
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The second way is described in [3,4]. In the first way a more simple approximation is used. In the second
way the approximation is more complex and more accurate. In the case of large values of M the both ways, when
used to process measurements, will lead to similar results.

Consider now the further conversions of functional @, having the solved relations (2) at (¢ =1,2,...,M).

In other words, assume the following expression to be valid
3 M

O~ 2 m, [YEB)+ ¥h@By)].
=l

Suppose, that in the considered range of a the following relations are valid
Wha,B,)<<¥a(B,) (u=12..,M). Q)

Hence, using formula In(l + x) = x, valid at | x |<< 1, it can be written

N 3 d i ly;bz(avﬂy) - 3 M a nyLPp(a ﬂp
¢0|~2yz=:1npln‘{’p(,8p)l 305, ~2,,Z| ' (,By)+2pzl 88,

The first sum in the right part of the last equality does not depend on «, and it can be omitted. The second
sum is converted considering relations (3). As a result, the problem of minimization-of the functional

(a ﬂ,,

p

Z L2 (5)

is obtained. Functional (5) is a functional of least square method. Now, the problem is to minimize it.
Functional (5) is also reasonable to be considered when conditions (4) are violated because, owing to inequalities

of ‘Pﬁ >0 and In(1+ x) <x (x> -1) the following bounds are valid

M
Don, In¥a(s,)<d, .
u=
From these bounds it follows that value @, minimizing (5) must be close to the estimation found through
minimizing @, .

0<d, -

|$S VS ]

Let a* = argmin®, . Then, with the assumptions regarding measurement errors a* is a random vector
having approximately normal distribution with a mean value equal to a true value of «, and covariance matrix

K, = [az(bz(a*)/aaz]_l However, when the covariance matrix is calculated in the aforesaid way, the a*
assessment accuracy will be strongly exaggerated. The more accurate estimation of K, can be obtained
following the least square scheme. Consider vector x,(7,,8,) as result of measuring vector ¢,(7,,a
(i =1,2,3); errors made during such measurements taken at different moments of time are independent and have
normal distributions with the mean values equal to zero and the covariance matrices proportional to sf,, the
coefficient of proportionality being similar for all . In this case

: 2(1’2(&*)[(72(1’2(&*)] ; -

T 3M-6| da? '

The given technique for processing measurement results is referred to the ideal model of errors contained in
the measurements. As it was already mentioned above, the measurement data contain a certain number of coarse

errors. To exclude such errors from processing the following technique has been applied in calculating S,
(4 =1,2,...,M). First, by the Gauss-Newton method a value of S, =argmin'¥j, was found and median m),
of residual module sz) -xi,By)  (i=123 k=N, +l..,N,) was calculated. Value of

s;, = l.48m;, was assumed as an estimate of a standard deviation was assumed as an estimate of a standard

deviation o ,. Then, the Gauss-Newton procedure was iterated, each iteration excluding from the sum defining
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‘W7, the terms related to those values of & for which at least one of inequalities :,(k) = il ) & 2,55,
(i=1,2,3) is violated. As a result of this process the value of ,6# was determined as well as median m, of

module of those residues which were included in the ‘{’/‘} sum in the last iteration. In sum (5) defining functional
®, only those normal points were included for which the estimation of standard deviation sj, =1.48m, was

not beyond a specified threshold. 1n the calculations described hereafter this threshold was 40 m.

3. Results of measurement data processing

To commence, let's give an example of standard point characteristics. For one thing, rather large lengths of
intervals / ,, are desired to enable a large number of measurements. For another thing, increasing these lengths

will lower the accuracy of the station motion approximation by solution of the Kepler problem. In the
calculations described thereafter lengths of intervals /,, (except for /,,) were assumed to be 5 min and the
maximum possible value of 7, up to 75. For typical one of those intervals: n, =72, s, =23 m, 55, =13 m,

s, =12 m with only 57 moments of time with measurements at the final step of constructing a normal point.

Values n,, =57 and s, =12 m were used in (5).

Eigenvalues of matrix ]262Wﬂ(ﬂ#)/6ﬂ2 appeared to be: 0.000010, 0.78, 7.6, 240, 2200, 11000 (to
explain the order of values with no dimensional representation it should be noted that in calculations 1000 km
and 1000 s were used as the length and time measuring units and angles were measured in radians), a normalized
eigenvector corresponding to minimal eigenvalue of matrix is equal to (0.01,0.00,0.00,0.00,0.00,1.00)7 .
Standard deviations of vector f,,, components defined within standard assumptions of least square method are:
G,=43 m, 0,=42:10%, o, =4.0°10", 0g=21°10"%, 5,=81°107, &, =021°. Thus, in
generating normal points the argument of perigee latitude is determined least accurately.

Consider the other characteristics of the normal point concerned. Standard deviations of the y(7,,/,): 1.9

m, 1.9m, 1,9 m, 24 mm/s, 24 mm/s, 24 mm/s.

Now, come to the description of results obtained from processing the long intervals with GPS measurements.
Consider three intervals which characteristics are given in Table 1. The Table gives numbers of intervals for
reference, dates covering initial points of intervals, moments of time r; and r,, in seconds from the day outset
at the Greenwich mean time, duration of intervals r, — 7] in hours and number M of normal points included

in processing. Besides the intervals indicated in Table [, interval 1v 2, obtained by combining intervals | and 2
will be also considered. Its length is 30.77 h.

Table 1. Processed intervals

Int. | Date BN TpsC Tar =7y, 4 M
1 27.01.97 | 21763.5 27262.5 1.53 13
2 28.01.97 | 39463.0 46145.0 1.86 16
3 02.02.97 | 12440.5 22824.0 2.88 24

For all aforesaid intervals the functional (5) was minimized by the Gauss-Newton method [Ref. 1]. In all
cases an initial point of interval was selected as t5. A condition number of matrix of corresponding normal

equations (the quotient of maximal and minimal eigenvalues of this matrix) in a minimum of @, does not

exceed several thousands for intervals 1, 2 and 3, for interval 1v 2 this number is equal to 1.2-105. The
covariance matrix of estimation a * of initial conditions vector was calculated from expression (6).

Values describing the accuracy of processing all listed intervals are given in Tables 2, 3 and 4. Table 2 shows
standard deviations o,; (i=1,2,...,6) of a* components. Tables 3 and 4 give the corresponding mean and

mean square values of components of vectors ¢@,(r,,,a)— x;(7,,f,). The values are designated J, and S,

(i =1,2,...,6) respectively.
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Table 2. Standard deviations of & * components

Int. g1, M Ogy,Mm Og3,Mm O g4, MM/s | g5, mm/s | ogs, mm/s
1 8.8 5.1 18.3 15.8 15.9 8.5

2 12.4 9.8 755 8.2 12.9 13.0

3 9.9 12.0 15.6 14.6 16.0 10.5

1v2 |5.1 5:2 6.7 6.8 5.6 49

Table 3. Mean values of components of residual differences (7 ,,Q) - 2T b

Int. 5|,m 52,m 53,m 54,mm/s 55,mm/s 56,mm/s
1 10 -2 13 -115 -80 43
2 -9 -1 3 57 186 89
3 -3 -3 3 -194 4 -15
1v2 |0 21 11 =21 65 20

Table 4. Mean square values of components of residual differences (p(r#,a) - z(r#,ﬂﬂ)

Int. Sy, m S,, m S, m Sy, mm/s | Ss,mm/s | Sg, mm/s
1 33 247 34 378 276 356
2 29 40 32 397 415 411
3 67 50 55 403 290 328
1v2 41 42 36 389 362 384

As it is suggested by the Tables, the normal points can be fitted with the solution of the station motion
equations, the errors being of several dozens of meters for each coordinate and of several hundreds of mm/s for
each velocity component. Usually, maximum errors are not exceeding 100 m and 1m/s, respectively. These
accuracy characteristics are the same that referred in [Ref. 2].
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Abstract
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When satellite signals are available, the localisation of a pedestrian is fairly straightforward. However, in cities or indoors.
dead reckoning systems are necessary. Our current rescarch focuses on the development of algorithms for pedesirian
navigation in both post-processing and real-time modes. Experience shows that the main source of error in position comes
from the errors in the determination of the azimuth of walk. By coupling a magnetic ecompass with a low-cost gyroscope in a
decentralized Kalman filter configuration, the advantage of one device can compensate the drawback of the other.

If we compare the rate of change of both signals while measuring the strength of the magnetic field. it is possibic to detect
and compensate magnetic disturbances. When thcse disturbances do not take place, the continuous measurement of the
azimuth allows 10 ¢stimale and compensaie 1he bias and seale faelor of the gyroscope. The reliability of indoor and ouldoor
navigation gcts significantly improved due to the redundancy of the information. Numerous tests conducted with different
subjects and in various environments validate this approach.

Introduction

Slidug Wadow o DMC data

The nice aspect about human displacements is its
unpredictable freedom of motion. Thc worst
hypothesis in modelling human trajectories is |, A .
preciscly this liberty of movements. Such aspect GREDATA
will play a major role in the filtering of the azimuth.
Sudden rotations measured by a magnetic compass s
can be caused either by the movement itself or by a Lateral [ N Vi AP Vg LAT

v

magnetic disturbance. Intuitively, if thcre is a e — Lo’
disturbanee, the total value of the earth magnetie & Baroneter Data
field changes too. Some examples show that this

a7 . . Forw-Flackw]
condition might be sufficient but not neccssary to movencns
reliably determine a disturbance. In order to '
improve the reliability of the azimuth determination, Eitler LAT sisgnal o] | Fither AP sigral or
a gyroscope will be used. The motivation doesn't R I e g
eome o navigate with a gyroseope heading only, as T T
presented in Gabaglio (2002), but to bridge the gaps
when the compass gets disturbed. Vice versa, the P S
magnetic azimuth will contribute to determine the
absolute direction of the gyroscopc as well as a
continuous caltbration of its errors (bias and scale Distaxe Teaveted
factor) even when no satellite signals are available. 7 -
The suggested methodology takes into account the R
possibility of a non-aligned system. It is therefore conpuaon
possible to use a gyroscope having multiplc tasks. i
Using the factual approach with the combination of 23D

8 Posihore-Speed

such sensors has the advantage of keeping cost ¥

rclatively  low  comparcd to thc classical

mechanization that requires a full high grade IMU  Figure 1: Flow chart of the factual approach

(Figure 1). considering each step occurrence instead of a

This paper will present a calibration procedurc double intcgration of the aeccleration

" PhD Student, Research Scientist
Professor, Head of Laboratory
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necessary to compensate magnctic apparcnt disturbances induced by human motions. Trajectorics comparisons
in a non-disturbed area between the factual and total mechanization approach are described. The identification of
magnetic disturbanccs as wecll as the continuous calibration of the gyroscope errors for indoor and outdoor
navigation are detailed. Finally, a reliability concept complementing the indicator of precision is presented.

1. Compass Navigation: errors, disturbances and solutions

The magnctic azimuth is the horizontal component of the Earth field. Its determination requires implicitly the
knowledge of the horizontal or vertical plane. This is commonly done by sensing the gravity vector at rest. To
compute then the azimuth of walk, one has to constantly computc thc attitude of the sensor in order to correct the
mcasured magnetic values. Using the 3D rotation matrix with the Yaw(y)-Pitch(¢)-Roll(8) sequence, thc
horizontal components Hy and H, arc

H,=b.cosp- b,cospsin®+ b, sinpcos®@ (1.1
H,=b,cosO-b.sin® (1.2)

where b, arc the components mcasured by the sensor. The azimuth derived from these values will contain and
propagate the errors present in the attitude angles themselves. According to the first order Taylor development of
the azimuth computation, this unccrtainty becomes

1, Hiy
i o(- arctan(H—)) o(- arctan(71—))

at+tAa=a tan_ Yy + I_AH  + L _AH 1.3
%N oH : oH " 1)

X R

Simplifying (1.3) and taking into account that

cosa
H, = H,|-sina | where § is the inclination of the magnetic vector (14)
tand

we get that the error produced can be written as
Aa = -A0 -tand -cosa - Ap -tand - sina (1.5)

This relation shows that the error in determining
the attitude angles affects directly the azimuth
it and its effcct strongly depends on the azimuth
itself. The same errors will have diffcrent cffccts
) according to thc latitude of displacement. This
“:,',::,M:L ' can bc understood considering that the higher
the latitude, the weaker thc measurcd horizontal
field. Therefore, the secondary component
ol aagecie induced by the attitude errors will have a morc
disturbance important influence. For mid-latitude, the
average valuc of 2 for fand can be considered. A
complete theorctical description can be found in

measurad disturbance Dennc(l979).

1.3

Hy/Hy max

360° standing
S . — comewd disurbance Independently  to  thesc  crrors, disturbances,
alrtstding divided into soft and hard categories will affect
-2 the Earth magnetic field in the tree dimension of

the space. A rigorous approach would require

. . ) ) the determination of 12 parameters at known
Flgure 2: Description of the. dlfjferent effect of magnetic  elevations, which, considering the previous
dls(jmr?a}nces. The ?sult of thetsm:};:llﬁgq lpr(t))cedure adaptz:jd E())r remark, would also be affected by some errors.
pedestrian navigation corrects the disturbances caused by 4 simplified approach (Caruso 1997) consisting
clothes and accessories. 5 : 2

of determining only the corrections in the
horizontal plane is more convenicnt considering
also that the pcdestrian navigation system is worn by a person at the belt lcvel. The four parameters are two scale

H.\/H.\‘ man
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factors (X Yy and two translations (Xo, Yo). Applying the corrections to the projected magnetic values, the
components of equation (1.3) beeome

Hy =X - Hymes + Xo and Hy =Y - Hypeo + Yo (1.6)

The result of the calibration procedure to determine the disturbances eaused by the clothes and aeeessories of a
person 1s illustratc in Figure 2.

If this static procedure already takes into aecount an important part of the azimuth error, a second dynamie
calibration will be neccssary to compcnsate the individual errors occasioncd by walking. Low-pass filtering the
additional accelcrations allows to get rid of the typical oscillations in walking. If the computed pitch and roll
values reflect the movements done by the hips, virtual values have to be defined to compensate the displacement
cffccts on the horizontal plane. These additional constant corrections don't have a physical meaning but reflect
the individual characteristics of a walk and the symmetry between left and right strides. Figure 3 shows the
effects of the different calibration phases and their additional effects for a 400 m track on an Olympic stadium.
The lower parts show the piteh and roll computed step by stcp from the filtered accelerations. The optimal
constant values arc 1.48° for the pitch and 3.92 for the roll angles. Without any ealibration process, these values
are impossible to retrieve from the data.
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Figure 3: Effects of the different and complementary calibration phases (up). The pitch and roll angle values computcd
directly from the filtered acceleration doesn't provide the optimal attitudc virtual values to correct the horizontal projection
plane (down).

2. Factual vs. total mechanization approach

In order to test this approach versus a golden standard, trajectories were covered using two different devices
(Figure 4). The measurement %occdure as well as the data integration is completely different. The reference path
is computed with the POS/LS"™ system of Applanix by double integration of the acceleration 3D vector coupled
to a triad of gyroseope. The measurement frequency was set to 200 Hz. In order to keep an optimal preeision and
avoid any divergence, Zero Veloeity Updates (ZUPT) were performed cvery 1 or two minutes during less than
10 scconds. After an alignment proccdurc between 5 and 10 minutes, the strict respect of such procedure allows
maintaining accuracy at a decimetre, even centimetre, level over several kilomctres. As this system only
measures effcctive displacements, it is independent of the type of ground and environment.

The different tests, realised in standard eonditions, show the limits in preeision as well as in reliability between
navigation and surveying, Figurc 5. If thc maximal differencc remained always below the 10 m, it cannot be
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reliably improved with the factual approach and therefore its performance does not meet surveying requirements.
On counterpart, the necessary repeated stops for the ZUPTs, are very constraining in navigatton, showing
simultaneously the functional limits of such approach. Future research will focus on the integration and
complementarities of both approaches.

3. Handling magnetic disturbances

Once walking, magnetic disturbances have an
important influence on the quality of the
azimuth signal. These are sometimes
identifiable thanks to the magnetic field itself,
however, the stmultaneous use of a gyroscope
allows providing a heading, even in sensible
areas.

3.1 Optimising the magnetic information

The Earth magnetic fteld can be considered as a
constant within the area normally covered by a

pedestrian. All sudden variation of this field

Figure 4: Pedestrian Navigation System (left) developed together “{l“ be logically and indicator of ks
with Leica Vectronix. With a size of 73.7 mm x 48.3 mm x 18 mm  disturbance. Unfortunately, when someone is
and a weight inferior to SO grams, it fulfills all ergonomic moving, the magnetic ambient is always
requirements for such application. Right, the POS/LS™ (Position ~ changing and small random variation are
and Orientation System for Land Survey) system of Applanix for  caused by the environment. If low-pass filter
high precision surveying. and the factual approach take care of the
majority of these fluctuations, the
determination of a threshold is indispensable. Ideally this should be determined tn a -~ 3netic neutral area. This
stage being unfortunately too constraining, the value of 3uT has been empirically detined as threshold on the
root mean square of the magnetic field during three steps. Passed this value, the last good azimuth is held
constant unttl the field variation becomes stable again. The error introduced with such simplificatton ts directly
correlated to the sinuosity of the path during the disturbed period. As the effect of a disturbance decreases with
the square (even cube) of the distance from the source, the majority of effects are visible only over tens of
meters. Considering the way people walk, and the strong influence of the cadastre (straight line between blocs),
this approach provides a much better result than considering indistinctively disturbed and undisturbed azimuths.

Trajectories computed using two different approsches and instrumentations Repetition of trajectories computed with different sensors and approsches
Y T T T T T T T T T 1 e e I A v b v v
op b
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Figure 5: Comparison of the trajectories obtained with the two approaches. On the left, a rectilinear return walk of 1'331.5
m. The end-loop position error computed by the factual approach is 21.4 m (1.6 %) and -6.4 m on the travelled distance. On
the right, the repetitions of the same trajectory (304.8 m) show the perfect reproducibility of the classical approach. On 4
trials with the factual approach, the dispersion on the travelled distance is 7.8 m (from 299.4 m to 307.2 m), that is an error of
2 cnv/step. The inserted box presents the vertical accelerations bringing to the fore the frequent ZUPTS (10 sec. Each 30 sec).
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3.2 Using gyroscope

Although gyroscopic azimuth is broadly used in dead reckoning navigation, the intention herc is to use it only as
a back up system in definite situations when the compass is confused or during quick turns. The exclusive use of
the gyroscope during these period, even if they are reasonably short (one to two minutes maximum) requires its
permanent and completc calibration. Bias and scale factor are therefore continuously up-dated by the compass
data or/and with GPS data when the signal is available. The use of non-aligned sensors force the gyroscope
angles to virtually harmonized itsclf with thc compass. The misalignment towards the direction of walk can in a
sccond time only be defined if given absolutc directions are known or if satellites signals arc present.

Numerous tests (Moix 2002) using a low cost vcrtical gyroscopc have shown a scalc factor error of 1%. For 90°
turn, kecping the scale factor to unity would eausc an error of 0.9°. That is the same order of precision in the
azimuth as wc get from the compass. The parameter of a scale factor will therefore be neglected under the
hypothesis that the gyroscope is set perpendicularly to the plane of movement. The bias determination is,
however, of major importance and requircs an initialisation phase before cach run. This will be done standing or
along a line, important being that the gyroscope doesn't sense any angular velocity (Earth rate neglected). The
simplified model is the following

\'4

0 =0, -b, +¢ (3.2)

v

where ®; is the true value, @i the measured value and & a white noise affeeting the measurements.

I1f we consider the azimuth we can write:

n
Ofan — 9% =D (=b;)- At (3.4)
=1

where 1 is the number of time interval considcred and At is the time interval itself (herc 1/30). If we make the
hypothesis that during this initial phase the bias is constant, its value can be approximated by

pol. " Pheon ~Pend

n ., AT

i; )

3.5)

where T =n- t. This value b is then continuously updated when no magnetic disturbance is deteeted. As the
value of the bias varics in timc, an estimation of the error of both azimuths in required.

3.3. Unweighted bias update and error propagation

Starting from the assumption that the azimuth of the compass is considered as true, the bias will be computed
projceting the gyroscope heading on the compass azimuth, At the update, this is expressed by:

it jl
J_gylm = jcompass . (wi _bj)_ t= jgyro T (0); _bj). t (3.6)
i=j i=j
where ; represents the epoch of bias update. Such modelisation requires a constant bias betwcen updaics. This is
unfortunately not the case but considering the timc frame between updates, such assumption can be made. The
azimuth of the compass can also be written

j1

;:olmpass — fompass + (0\)i e bl ) i t (3‘7)
i=j

where b‘ = bj + bi and b, being the bias increment by unit of time i. Subtracting (3.7) from (3.6), the

avcragce bias correction is
1 jl gyro _ compass

by == b, =—%— [°/s] (3.8)
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with AT=n At = t.., —t, . By correcting simultancously the bias bM - bl 3 A, U6 EaiEit Tl
gyroscope becomes

j+i

PR =P + 21 (@, = by,) Bt =95 ~ Abj - AT (3.9)
i=)

An error on the bias will therefore logically influence the error on the gyroscopic azimuth. The evolution of this
value 1s computed applying the error propagation to (3.8)

4

2 2

2 G comrass T O gyro
- o

G, =0pn =

AT?

R i : : .
As O e 18 dependent of the precision of the bias, both errors are not independent. In order to remedy to this

(3.10)

problem, the equation (3.8) allows to write

— 1 i+l compass __,compass - compass _ ., compass B

Abjy ==Y Ab, = i ATGDN +®@, =b; ie by, = i AT%] + O, 3.11)
i=j

The error on the bias is therefore

2 : Gzllik“'.ﬁ\\ l

o = PRI (3.12)
A" n

that leads to the error on the gyroscopic azimuth itself

G svro = JGZ(OMP\SJ +m- Atz 'Gi a7 rn2 'Atz 'Gi (313)

al

m is the number of sampled values elapsed since the last update. At this stage, the assumption of the constancy
of the bias can influence the results. The bigger the m value becomes, the greater the influence of the bias drift
on the azimuth. Thc maximal time interval 1s directly rclated to the quality of gyroscope used. In the given
conditions, tests show that pure gyroscope dead reckoning is achievable up to a time interval of 120 seconds.

As the magnctic azimuth presents an error, it should not be considered as truc in thc updating process. A
weighting of its value can therefore be obtained with the use of either an exponential or a Kalman filter.

3.4. Weighted bias update and error propagation

Using an exponential filter has the advantage of taking into account an evolution of the bias without forgetting
its past values. This can be seen as a security in environments where undetected magnetic disturbances could

influence its value. The updated bias can then be expressed by (3.14) where the parameter a regulates the
influence of the new measurement on the bias value.

-

b

The expression (3.9) becomes then

=(1-a)b,,, +ab] (3.14)

j+l

)+1

¢Jg+ylroa _ ¢ngro' o Z(wl - b;+| ) At (3.]5)

The gyroscopic azimuth is corrected by the value
AplT = ol - = (a-1)-AT- Abj. _ (3.16)

Applying the error propagation law to (3.14)
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141

b; =@l + Za(j 9 (1-a)b
il

(317

With the hypothesis of a constant time interval bctween the updates as well as a white noise on the averaged

measurcd angular velocities, the error on the bias is

2 j+1 .
G.= 2:(1-a) JZ:(—oz)' gt o se),

3.18
h, ATZ To gtompass ( )
Considering (3.16) the error of the azimuth given by the gyroscope becomes
j & 2 208 (32 2 e
; - ) 2 At ] s \ 1
O e =[G, ATZ[X(Q' )) AL G |H0F 22(— a) +1 +LLL)Z(— a) (3.19)

3.5. Update of the bias using a Kalman filter

AT2 1=0

A commonly used approach to integrate different sources of information is a Kalman filter, as described in Gelb
(1971). The parameters considered are the gyroscope bias and the azimuth. The bias is modelled as a first order
Markov process (Ladetto et al 2001) that leads for the equations of movement to

d
P |, l w
db, a

dg,) (0 -1
db, 0 -«

(3.20)

The increment k represents here a step occurrence and not a time interval. The values of 0.05 for a and +/0.05

[e/ \/;] for the spectral density of the driving noise have been empirically determined for the employed gyro.
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Figure 6: Update of the bias of the gyroscope using the two different approaches
and their consequence on the precision of the gyroscope azimuth. In the Kalman
filter, the frequent updates of the beginning are cause by the hypothesis of an
unknown bias (precision of 100°). The threshold for the updates is set to 4°.
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The Figure 4 presents the two
different method of integration
with their preeision. The initial
value of 3° takes into account
that residual magnetic
disturbances might have not
been identified during the bias
determination. This value s
empirieal and reflects the
precision one can expect in such
application. The  differcnees
between the two approaches are
very small and, in the majority
of the tests done, inferior to the
preeision of the compass. The
main distinction is in the
preeision of the given gyroscopie
azimuth. In the exponential
filtering, the preeision becomes
weaker from one update to the

- other, eumulating the errors of

the previous bias that are
maintained present thanks to the
factor o. The opposite is
observed with thc Kalman filter
where the gain matrix tends to
become smaller and smaller and
therefore to trust the model. The
error of prediction must be
artifieially augmented in order to
avoid any convergence of the



gain to zero, whieh eonsequenee would result in ignoring

Toall powered unis new measurement. Even if the exponential approach

doesn’t converge, this fits the reality better than the

------- . Kalman filter. As the magnetic field can present

undeteetable disturbances, it is desirable that the

- — imprecision of the gyroscope azimuth also augments with

time, when the bias updates are done using the eompass

e data only. The presence of satellite signals will improve

the precision of the updates, as it is the case with the
3D Accelerometer Unit Kalman filter.
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4. Reliability coneept in pedestrian navigation

| Mewry | Digital Magnetx: Compass ¢ Rl A g 3
USER INTERFACE i The eoneept of reliability used mainly to prediet industrial

process failures has been introdueed in geomaties by
Baarda (1968) and can be adapted to the partieularity of
pedestrian navigation. The integration of different
measurements sources coming from several independent
Calibration Dus ifp sensors allows, because of the redundaney of the
information, the deteetion of a bad calibration as well as
'-‘E""'“‘ i mistakes and systematie errors in the models. The
developed Pedestrian Navigation System (PNS) offers the
T following redundaneies: 3 azimuths (compass - gyroseope
Ous Oipley - GPS), 2 altitudes (barometer - GPS), 2 travelled
distaneces (dead reckoning - GPS). The Figure 7 presents
the strueture of the PNS.
The indicators should take into account the degradation of
precision (spatial or temporal) dependent of the chosen
teehnologies. Aecuraey and reliability arc theoretically
well distinct notions, and the evolution of the first onc
should normally not affect the second. If this is true for
well-dcfined models, generally fixed and constant in time,
such affirmation in the context of walk, is less eategorieal. Situations might oceur such that the precision of the
compass is so bad in magnetically disturbed areas, that its reliability ean be call in question. A similar conclusion
ean be dedueed for a gyroscope azimuth after a long time without bias eontrol. Two indiecators will be set to
refleet the situation in whieh the azimuths and positions are eomputed.

Figure 7: Schematic represcntation of the Pedestrian
Navigation System. The different sensors work in
parallel at a frequency that can be individually chosen
in function of the specificity of the application.

1. The first indicator exprcsses the part of redundancy of the information. This rcpresents the degree of
certitude of onc observation against the prcsenee of an error. This notion is callcd the internal reliability of the
system. For the azimuth, compass, gyroscope (and GPS), provide orientations that control one-another. The
considered values are shown in Table 1. The given percentages take into account the different filtering
effectuated. For example, even if the gyroscopie azimuth eannot be proeessed because of a too long time without
bias update, the information of the angular veloeity helps to validate or invalidate the magnetie azimuth. A
similar argument ean be applied to the other measurements.

Value | Situation of computation of the azimuth

0% Magnetic disturbances / Long period without any gyroscope bias update
25 % Magnetic disturbanccs / Recent bias updatc of the gyroscope

50 % Area magnctically stable / Long period without any gyroscope bias update
75 % Arca magnctically stable / Recent bias updatc of the gyroscope

+25 % Add to each case if a GPS azimuth was computed

Table 1: Empirical weighting of the different sccnarios allowing the computation of the azimuth
of walk

2. The second indicator is eloser to its geodetie use. It presents the effeet on the eoordinates of the biggest non-
detected error on the different observations. The term of external reliability is commonly used. In the given
applieation, only the indicator relative to the azimuth of walk prcsents a real meaning. As magnetie disturbanees
are detected using an empirical defined threshold, every disturbance infcrior to this value will induee an error.
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The latter will propagate on the East-North eomponents according to the azimuth of walk as presented in Figure
8. An impreeision on the bias will also cause cumulated errors that are difficult to identify on a short tilme period.

It is important to mention that in pure dead reckoning mode, onc single non-detected disturbed area could have
important consequences on the following positions. Without any absolute update, the error will tend to rcmain
constant on the trajectory. The measured path after the disturbanees is parallel to the true one at a distanee that is
proportional to the number of stcps done during the disturbed period. The use of satellite signals allows
bounding the influence of such error. The time interval between two GPS positions will therefore influence the
external reliability of the system.

Indicator of reliability | Value | Situation of computation of the position
0% No satellite available

Altimetry: 50 % 50 %  Altitude measured by barometer, calibrated on a known point
50 %  Calibrated step model
Planimetry: 50 % 50 %  Compass valid but no recent update of the gyroseope bias

Table 2: Typical solution provided by the Pedestrian Navigation System in Dead Reckoning mode. The
notion of time will bc present for the altimetry. If no update can take place within a given time
frame, the possible atmospheric variation will not permit to give a reliable absolute altitude. The
value will therefore fall to 0. =

The use of these two indicators is mainly already present inside the algorithms of navigation with thc use of
numerous plausibility tests. An indicator is however computed with the cumuli of the pereentages according to a
conditional logic. Its value doesn’t have any precise mathematical meaning but allows intuitively to assess the
quality of the computed coordinates. As it is common in geodesy, planimetry and altimetry are separated. Table
2 shows a typical solution provided by the PNS during a dead reckoning period.

Error of the disturbed trajectories respect 10 the nominal onc

140 10
120 b ol ,‘rt — Magnctic disturbences ~ 10
2 [ L% — Magnetic disturbances ~ $
| A Magnetic disturbances ~ 2
100 +
0 |
el
=
5
z 40 |

East [m]

Figure 8: Representation of the notion of internal reliability. As the thresholds are empirically fixed for the determination of
a magnetic disturbance, the non-detected disturbances will induce errors in positions. Disturbances from 2° to 10° have been
introduced in thc measurements. Superior disturbances are detected. It is of interest to mention that in general, the considered
error in position is inferior to the precision of the GPS solution of navigation.

Conclusion.

This paper showed the achievable accuracy and reliability of the factual, stride-dependant, approach that replaces
the temporal, double integration, evolution. The development of a Pedestrian Navigation System based mainly
on a digital magnetic compass was tested against the 3D inertial navigation. In non-magnetically disturbed areas,
the results are close to each other and errors in position are below the 10 meters. In order to improve the
reliability of the system, the addition of a gyroscope helps bridging the gaps when the compass is strongly
disturbed. No operational ZUPTs constrain is required by the approach. The analytic error propagation of the
gyroscope bias and its consequence on the azimuth determination were described. Finally, two indicators on
reliability are presented, providing information on the quality of the position that is given.
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The numcrous tests cffectuated proved the validity of the concept for a navigation system that aims to offer
rcliable several-meter accuracy position in all kinds of environments.
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THE MARINE SIMULATION SYSTEM PANORAMA TS
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Abstract
Key words: simulator. radaryARPA/ECDIS/navigation simulation,
algorithms, accuracy

During 30 vears the "KVANT-NAVIGATION" company works in sphere of navigation. In times of USSR
existence we worked out one of the most well-known navigation system “Briz E”, which then was manufactured
in Bulgaria and was installed on hundreds of ships. Also we worked out a lot of navigation svstems of military
use.

To the present day our company has expended the assortment of production offered on the market of Russia
and Ukraine. Among our production there are as svstems of radar navigation, so svstems of satellite electronic
cartography, hvdrographer awtomated working places, dispaiching systems of transport control, svstems of
exact agriculture and one of the youngest and most prospective directions - working out of simulation system
(further called “traines”..

The experience received in elaboration of working stations and the practical knowledge from testing in real
conditions let us as complexly as possible to estimate problems confronting other researchers. Working out
trainers we don't use modules of other researchers. Mathematic models of ships are calculated by our
engineers, which gnarantee high stability and exactness of real condition imitation.

The marine simulation system “Panorama TS offered on the market in three versions (single-user, multi-
user and net version; each of them may be with hardware (pro) or only software (box)) are live example of
aforesaid. In the present time we carry on negotiations with BSS Company about creation of joint trainer
navigarion radar and the svstem of awtomatic radar lay plus GMBSS.

Net version of trainer is one of the most adequnate from the standpoint of real situation imitation, and one of
the most useful from the teachier point of view.

Using this version every working place of student (WPS) is linked on net bv means of protocol TSP/IP with
other WPSs and a working place of instructor (WPI). With such a topology an imitated ship driven by student is
allotted to every WPS and on WPI an instructor has a possibility to interfere actively in the process of studyving
inputting additional parameters (10 change a stream, to give SOS and so on). The system of electronic
cartography working with electronic navigation maps in formar S-57 is also installed in the trainers.

Due to the flexibility of the engine net exchange, trainers of different purpose can be created on its basis.
Now the working out of trainers for railroad and air transport is carrying on.

The principle of net engine work is in the following: “Master engine” is created on WPI and with connecting
10 a server every WPS clones “Master engine” on its tenminal. Then every event from every WPS appears in tlie
server and is analvzed by it. If anv event causes changes in “Master engine”, a signal of svnchronization comes
and all WPS correct its clones according to changes in “Master engine”.

This techinology allows us to reduce to minimum the quantity of transmitted information in the netr. 300
bit/sec speed is sufficient for the work. As the system is not demanding to net recourses and not limited in the
quantity of working places and exchange is carried out bv means of TCP/IP protocol, so this system can be used
for trainer work throngh the Internet. There is a possibility to carry out distant studving and certification
directly on a ship with the help of accurate registration system. The work of one instructor in many trainer
centers situated in different places of the world at once is also possible!

Introduction

The research institute “KVANT-NAVIGATION" is known as the developer of program for a military-
industrial complex and transport industry, which include ARPA. the systems of electronic cartography,
dispatching systems of transport control, and as trainers. The trainers “Panorama TS” pools in itself group of
training simulators for preparing navigators in such complete sets as single-user, multi-user and net version.

The net version of the trainer is most professional from all kind of trainers. tt can include as image of
running cabin with a complete set of equipment working in an imitative mode (the interaction of several running
cabins is possible), up to trainer PJIC ARPA which cooperate on the network of any topology down to internet.

* D.Nat.Sci.. Protessor. Director.
** .Sc.. Leading Research Scientist.



The trainer can be delivered as softwarc version installed on any computer which satisfy the rcquirements and as
hardware version. The trainer allows exccuting the following tasks: RADAR, ARPA, ECDIS using; route
planning; definition of position and navigational tasks solution, etc. There is a possibility to carry out distant
observation, introducing amendments and sending off of the hclps through the internet by the instructor.

The multi-user version can include in all components of the net version and differs by absence of
nctwork interaction betwecn cvery working place of student. There is using the simulators on the basis of an
artificial intelligence as nearby ships. There is a possibility to carry out distant obscrvation, introducing
amendments by the instructor too.

The single-user version is local variant of the trainer "Panorama TS”. It can be used (individually) on
the personal computer for self-preparation or the running cabin can be completed by without handle of the
instructor. This version is such as net version, but despitc of this it is availablc for training ccnters of any scale.

CHARACTERISTICS radar/ARPA trainer.

1. Problems decided radar/ARPA trainer.
Radar/ARPA trainer provides the decision of the following problems(tasks):

* Display of the combined radar-tracking, navigating and stylized cartographical information 1o the
screcn of television type;

¢ Manual or automatic input on support up to 120 objects;

e Automatic support and definition of paramcters on 120 objects;

e Autodetection of radar-tracking objects in a zone of autocapture;

e Input both semi-automatic support and definition of parameters on 10 objects;

e Definition of dangerous objects by the given criteria and distribution of the danger warning;

o Detection of maneuvering objects;

¢ Imitation of maneuver and distribution of recommendations for a safe divergence;

e The control of courts on anchor parking;

e Calculation of routing coordinates;

e The control of courts on a waterway;

o Calculation of parameters for an output(exit) of a vessel in the given point;

e The control for buoy (driff buoy);

¢ Input of additional graphic objects for the task of security zones and zones of autocapture;

e Registration and reproduction of thc secondary radar-tracking information.

2. Structure radar/ARPA trainer.
Into structure radar/ARPA trainer enter:
o The central processor (CENTRAL PROCESSING UNIT);
e The controller of initial and sccondary proccssing;
¢ The device of interface with radar;
e Analog-digital converter (A/D);
o The device of coding of vidco signal (DC);
e The shaper of signals;
e The monitor;
e The keyboard;
e Unit of imposing;
e The convertcr.

The converter of the signals which have been built - in the system block of the computer, carrics out digital
processing radar-tracking signals in real timc. Multilcvel coding of amplitude of vidco signal and preliminary
digital processing for display to the indicator of the videomonitor are carricd out with thc device of quantization.
Processing of signals radar with the purpose of an cstimation of parameters of a trajectory of accompanicd
objects is made by the microcontroller connected to the device of transformation of a consccutive code of vidco
signal in parallel through trunk RS - 104.

The device consists of the amplifier of video signal, the shaper of a signal “Bcginning readout of range *, the
counter of a course corner of the aerial, the counter of the address of the RAM of video signal, thc countcr of the
address of the RAM of code APU, quantizer, circuits of management of record of video signal, the circuit of
management of reading of codes APY, the register of video signal, the register of code APU, the multiplexer.
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The device works as follows. Signals “ISR™ or “Null range distance™ act on an input(entrance) of the device,
allowing(resolving) record of video signal and reading of codes of pulse APU.

Video signal from an input(entrance) of the dcvice acts in the amplifier of video signal or, across the
amplifier, on an input(cntrance) quantizer, binary -quantizer video signal with quantizer (comparator) acts in the
register of video signal and the circuit of management of record corresponds in the RAM of video signal to the
address, generated by the counter of the address of the RAM. The code which has been read out from a cell of
RAM ARU with the address, the generated counter of the address of the RAM of code APU, enters the name in
the register of code APU.

The register of code APU is connccted to the shaper of pulses APU which makes distribution of pulses of
amplification(strengthening) sling supports.

Rccord of codes APU and reading binary -quantizer video signal is carricd out by the controller of the device
on trunk RS-104 or PC on trunk ISA on a signal of interruption which sanction of distribution is made by the
program.

The device carries out the following functions:

1. Digitization and storing binary -quantizer video signal in a range of support, with the subsequent (at
input) mathematical slinging his(its) areas the program of the microcontroller

2. Formation of amplitude and range of pulscs APU in cTpo6e supports.

3. Program management of time of an exchange with the buffer RAM of the device.

4. Connection of the device to two processor modules on standard trunks ISA, PC-104 serially, that
allows to process and display video signal by one or two processors.

The device is executed on a payment of expansion in standard PC with application of element base for the
expanded tempcrature range.

3 Block diagram radar/ARPA trainer.

Radar/ARPA consists of the central proccssor, the controller of initial and secondary processing radar a
signal, the device of digital coding of radar signal (DC) of the devicc of interface with radar (MOUSTACHE),
the converter of an analog signal in digital code (A/D), the shaper of signals: “0” KUa, KUa, Vc, code F of
recurrence, interruption, and as signals of management.

Into structure radar/ARPA trainer enter as the monitor, the keyboard, unit of imposing and the converter for
transformation of interface RS-232 in RS-422.

On input(entrancc) ARPA act from radar video signal, a pulse of start radar, a pulse “0" a course corner of
the aerial, a pulse codc of a corner of turn of aerial (KUa) and as a pulse code of speed of the vessel from a log
and a digital codc of a rate of the vessel, acting from a navigating complex or a gyrocompass on consecutive
interface RS-422 under report NMEA 0183. From output(exit) ARPA in a navigating complex and to
other consumers parametcrs of the accompanicd purposes are given out.

Electric parameters, frequency characteristics of entrance signals are coordinated with concrete radar with
the help of the appropriate adjustment of the device of interface with radar and parameters of the software.

In case of need interfaces to additional devices on other channels (analog or other) the opportunity of
installation of additional devices of interface, controllers in €noTel expansions of trunks ISA, PCI the central
processor is stipulated. Thus development of the program of the driver of the appropriate device and binding of
software ARPA to the concrete project is required.

As the central processor in ARPA the processor of industrial cxecution(performance) such as ROCKY with
clock frequency up to 800 MI'y is uscd. The processor has trunks ISA, PCI, standard liaison channels with the
keyboard and mousc intcrfacc RS-232C, the parallel interface. At use in onboard conditions of the program may
be loaded in solid-statc memory FLASH - the store.

The Processor has the built - in graphic controller which provides interface to monitors to the sanction
1280x 1024 pixil.

Structurally the processor is intended for installation in a passive unifying payment.

The Controller ON / IN is realized on the built in industrial processor such as 486-DX2 or 586. The
processor has FLASH-the store, trunk PS-104 (16-tu digit), standard interface RS-232C and the parallel
interface.

The Device of coding (DC) has two buffer two-port RAMS through which the exchange with the controller
is made.

From the device of interface with radar on input(entrance) DC signals act: vidco signal, Impulse “0” D, Imp.
KUa, Imp, “0" KUa.

Video signal acts on an input(entrance) of the converter of an analog pressure(voltage) in binary coded
signal (CVC) which further acts on an input(entrance) of shifting register: which makes record of a binary code
in sling, formed by the circuit of management, and then through the buffer register enters the name in DOZE

BC.
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The code of munagement BC generated by the eontroller in sling acts through DOZE APU on un
input(entrance) of the converter of a code in a pressure(voltage) from which output(exit) a pulse of automatic
adjustment of amplification(strengthening) in sling moves or on an input(entrance) of reception device radar, or
if 1n radar such input(cntrance) is not stipulated, is used for regulation of a threshold of quantization DC.
Counter KUa serves for coding a corner of turn of aerial radar which after input in the controller is shared with a
code of arate of the vessel for calculation of parameters slings and parameters of accompanied objects.

For maintenance of the eontrol of system and a mode “Trainer” in DC there is a shaper of the eontrol
purpose.

The device of interface with radar serves for reception and the coordination of signals with radar and their
translations in DC and the Shaper of signals.

As the converter analog a signal in digital code (A/D) it is used high-specd A/D PCI-9810. Frequency of
coding BC acts on input(entrance) A/D from the external generator. The video signal aeting with matching unit
of the/adder, will be transformed in A/D to 1024 coded readout which through trunk PCI on the channel of
direct access act in the central processing UNIT for processing, transformations and the subsequent display to
screen ARPA.

The shaper of signals serves for binding video signal with radar to code KUa, and as formations of frequency
of recurrence of a pulse of start radar, formations of a signal "0” to range (the detained pulse of start radar) and
buffering of pulses of a code of speed of the vessel.

The shaper of signals is interfaced(integrated) to the central processing UNIT on trunk ISA.

The code of frequency of recurrence of a pulse of start radar serves for the coordination of scales established
in radar with ARPA.

The central processing UNIT is interfaced(integrated) to the controller ON / IN with the help of channel RS-
232C and the parallel channel.

The controller receives from the eentral processing UNIT of coordinate of the purposes taken on support by
the operator manually and modes of operation of system.

In the ccntral processing UNIT codes of parameters of the accompanied purposes and a code of a rate arc
transferred.

The monitor serves for display radar of signals, graphic symbols of the purposes, the stylized cartographical
information, dialogue messages and thc alphanumeric information of the purposes.

The keyboard provides dialogue of the operator from CENTRAL PROCESSING UNITS on the standard
interface.

The unit of imposing provides management of a marker at manual eapture on support, identification of
parameters and at the decision of other dialogue problems(tasks).

The converter is necessary for transformation of the standard interfaee of controller RS-232C to interface
RS-422A.

The process engineering which was used at creation of the trainer

The process engineering which was used at creation of the trainer allows collecting from separate units the
necessary complete set of the trainer, and each unit ean be delivered both with a hardware complex, and without
it. The training system is developed for the operating system such as the Windows NT but it working optimally
under handle of the Windows 2000 and other operating systems except the Windows 3.X.

The proeess engineering of network exehange developed by us in 2001 is a basis of trainer. It permits to link
any quantity of objccts in the uniform network. In this scheme the exchange through the network is minimum
and for transmission of large stream of information enough channel for 2400 kb/see. It makes possible
integrations of the trainer and internet, which gives a number of features which were not applied by any of the
produeers of the trainers.

As is known most challenge at creation of anyone trainer is the creation of an imitated situation which is
maximum approximate to real. It is very diffieult to ereate an artificial intelligenee which will operate by
adjaccnt ships so that it looks as if real crew operating by. For reaching maximum effect the network versions of
the trainer are ereated, where the vessel is fixed to everyone trained. But for a eonstruction of training center
with several workplaces many finaneial expenditures are nceessary, but unfortunately majority of time an
equipment will be simply to stand that not favorable from an eeonomie point of view. At use ours trainer is not
present neeessity in one training eenter to create at onee some workplaees; it i1s enough to construct one and to
eonneet it to the internet. Thus, it is neeessary only to synehronize time of studies in other training center
arranged by ours trainer, that it is possible to make on ours site in internct, and to carry out share studying in
geographically separate points, in various training centers but on one water area working through, for example,
the rule of safe discrepancy. For today two training centers are equipped by our trainers in Ukraine. One of them
is the Kiev State Academy Driving by Water Carricr, and in ncarest future some morc systems will be instailed.



The complete set of simulator

The complete set of each simulator includes the editor of situations which allows to create any varicty of
situations in the given water area. After the situation was created it will be send to a database, which sent on a
workplace of a student. During occupations on a simulator the instructor on the workplace visually chooses a
situation on subjects of occupation or a level of the student. and confirms his choice then code number of a
situation and a name of situations base is transferred to a workplace of the student. The situation is loading on
the workplace of the instructor and if the situation assumes presence of other workplaces as simulators in not an
artificial intelligence the attribute of readiness is transferred to a server (the workplace of the instructor), but
only if the student has passed procedure of registration. If the situation is designed for use as simulators an
artificial intelligence that the situation at once begins after procedure of registration. In the net version of the
situation on the workplace of the instructor the status of all workplaces trained is displayed Is joined, readv, Is
nor ready. 1f the workplace of the student is presence in a physical network then the status Is joined will be on
the workplace of the instructor and until the student will not pass procedure of registration it will be with a status
Not ready. The instructor makes a decision on start of improvement of a situation. After command on start was
sending by the instructor it bypasses all workplaces with an attribute Is readyv and improvement of a situation
begins. There is a hot connection of additional workplaces is probably during improvement of a situation (before
students observe not connected workplaces as for example court worth on road). In the editor of situations it is
set default characteristics of the simulator such as: type of a ship, the geographic location on an electronic
navigaton map, initial a rate speed. In one minute after start of a situation student may change parameters of
movement of his ship simulator. The instructor during improvement of a situation may observe of all event in
the given group trained, and may observe actions of the separately taken student and also he can give the help
through the special interface of an exchange of text messages.

Some features, which are developer by us for the working navigations systems, were applied in the trainer.
One of them is the PLAYING of MANEUVER, which differs from similar systems of other manufactures.
There is possible to see not only final point in which our ship will get at speed or course changes, but also
dynamics of our ship and other ships movement in our system. Depending on quantity of degrees on which turn
for one itcration (usually it is 5 degrees) is made, the time and extrapolation of our vessel are calculated
depending on internal characteristics of the vessel. Extrapolation of the vessel is made with taking into account

the curvature of an arch dependent on the given laying of a rudder and extrapolation of the objects are made on
vectors of true movcement.
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Accurate long-term navigation is one of the most crucial aspects of autonomous underwater vehicles (AUVs), especially
if the AUV is being used in unexplored and hence unknown regions. To achieve the necessary data accuracy, the navigation
system must have a performance comparable to that found in conventional submarines. Using an AUV for seabed mapping,
the customer requirements for position data accuracy correspond to less than 100 m during the entire mission.

To meet these requirements for the German autonomous underwater vehicle "DeepC”, STN ATLAS decided 1o use a
model based Kalman filter. A filter design has been developed which permits accurate navigation even if the dynamics of the
vehicle model does not coincide with the real dynamics on larger scales. This filter improves the overall navigation
performance and is also robust against sensor failures. This presentation describes this stabilized model based Kalman filter,
which is part of the navigation system. B

Introduction

Most navigation systems used for autonomous underwater vehicles (AUVs) consist of an inertial
measurement unit, a Doppler velocity log (DVL) and a CTD sensor (conductivity, temperature, depth). A
Kalman filter estimates position, velocity, orientation and turn rates of the vehicle by fusing the sensor data [1-3)
and performing dead reckoning navigation.

Besides the depth information, which is measured by the CTD sensor, no further position measurements are
available. Therefore, underwater navigation has to deal with a growing position error, which can only be
corrected at the surface, where GPS position fixes can be made. For some missions, additional position fixes are
possible by the use of long base line (LBL) or ultra short base line (USBL) methods, where acoustic beacons at
known positions transmit signals [3]. Other authors support the system with known landmarks or use measured
features [4-6]. Unfortunately, LBL and USBL cannot always be applied at great depths and the latter methods
can only be employed if the vehicle is diving in known regions.

In addition, the navigation system has to be highly reliable. In the case of a sensor failure, the position error
should not diverge. Furthermore, it should be highly adaptable for different sensor ensembles.

To meet both requirements, STN ATLAS decided to equip the German "DeepC", an AUV developed by a
consortium of eight companies and universities in which STN ATLAS is participating, with a model based
navigation filter.

The integration of a vehicle model into the predictor of a Kalman filter has several advantages: for instance,
such a filter is quite fault-tolerant, since all navigation sensors are used within the corrector. Therefore,
malfunctioning sensors can easily be disregarded. Such a filter is also less sensitive to sensor drift and it uses all
the available knowledge of the problem.

Unfortunately, this Kalman filter is sensitive to mismodeling, i.e. if the vehicle model does not match the real
dynamics, the performance is suboptimal or even disastrous [7]. Hence, an accurate vehicle model is needed or
the filter design has to take account of possible mismodeling effects. We followed the latter strategy and
developed a vehicle model based Kalman filter which is more stable against mismodeling effects. This filter
consists of two Kalman filters. The first estimates position, orientation, velocity and turn rate of the vehicle,
using the vehicle model for prediction and a subset of the available sensor data for correction. The second one
estimates the errors of these quantities: its predictor uses an error model derived from the vehicle model of the
state filter. The corrector uses the remaining sensor data. The estimates of this filter are used to modify the
estimates of the previous filter. ‘

This filter is an additional component of the navigation system of the autonomous underwater vehicle
"DeepC". "DeepC" will have a maximum mission time of 60 h at 4 kts and the capability of diving down to
4000 m. In addition, a postprocessing unit uses the historic sensor data to improve the data accuracy.

This presentation focuses on the stabilized vehicle model based Kalman filter. The presentation starts with a
brief description of the vehicle and the architecture of the navigation system. In chapter 2, the stabilized model
based Kalman filter is described. In chapter 3, the performance of this filter is indicated.

*PhD Scientist.
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Length: 5.8 m

Width: 2.25 m

Height: 1.6 m

Speed: max.6 kts
Maximum depth: 4000 m
Operation time: 60 h (4 kts)

Fig. 1. Sketch of DeepC. The AUV consists of three bodies. The upper bodies contain the propulsion. energy and control
systems. The one below contains the payload

1. The German AUV "DeepC"

The German AUV "DeepC" is being developed by a consortium of eight companies and universities, in which
STN ATLAS is participating. The projeet is funded by the German Federal Ministry of Research and Edueation.
Fig. 1 shows a sketch of this vehicle. It consists of three bodies. The upper two bodies contain the propulsion.
energy, navigation and guidance systems. The third body situated below the other two contains the payload, for
example a side-scan sonar, and can be easily exchanged.

Table 1 lists the components of the navigation sensor ensemble used in "DeepC". The vehiele is equipped with
a GPS, a Doppler velocity log, a CTD sensor and an inclinometer. GPS, DVL and CTD are coupled to the
inertial navigation system. The latter consists of high precision laser gyros and aeceleration scnsors. It combincs
the DVL, CTD and, if available, GPS data to calculate the position using closed integration of the dead
reckoning problem. g

The accuracy of this system is comparable to that of other AUV applications which use a similar sensor
ensemble [1]. Unfortunaiely, there are still some problems. To reach a depth of abou1l 4000 m, the vehicle has 10
dive for about an hour. During this transit phase, the DVL has no bottom track capability. No sensor measures
the current velocity. Henee, a ehange in the curreni leads to a position error.

Table 1: List of the components of the sensor ensemble used for navigation in ""DeepC"

Type of instrument Measurand

Doppler velocity log Bottom velocity (botiom track)
Water reference velocity
Temperature

Tilt

Heading

Distance to ground (boliom track only)

CTD sensor Conductivity
Temperature
Pressure
Inclinometer Roll

Pitch

Heading

Inertial navigation system Position

Veloeity with respect to earth
Acceleration

Roll / pitch / heading
Turn rates

GPS Position

Velocity with respeci 10 earth
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Furthermorc, in the casc of a malfunction of the DVL or CTD, the crror of the inertial navigation systcm grows
very fast, presumably too fast. Therefore, STN ATLAS dccided to add an cxtra navigation system, working
complementarily to the inertial navigation system. The difference betwcen these two systcms is shown in

Fig. 2. The inertial navigation system uses the inertial sensors to calculatc the predicted position, while it uses
the DVL, CTD and GPS data to correct this prediction. The disadvantage of this well known techniquc [2] is its
“asymmetric” design. Some navigational sensor data are distributed into the predictor, while other data is
distributed into the corrcctor. In the case of a sensor malfunction, either the predictor or thc corrcctor cannot
work properly. Furthermore, no knowledge about the vehicle and its movement enters the navigational system.
This knowledge helps the filter to ignore “unphysical” movements and improves long-term stability of thc
system. Therefore, a more “symmetrical” architecture based on a vehicle model is added (

Fig. 2). In this case, the vehicle model is used to predict the position of the vehicle, and all scnsor data is uscd
for corrcction.

inertial navigation system

Fig. 2. Sketch of the two navigational systems used in "DeepC". The inertial navigation system uses one sensor group, i.e. the
inertial sensors, to predict the position, and another sensor group, i.e. CTD, DVL and GPS, for correction of this estimation.
The model based navigation system uses a vehicle model for prediction and all available sensor data for correction of this
estimation

2. Model based navigation system

Complcmentary to the incrtial navigation system, "DeepC" is equipped with a model based navigation filter.
This filter consists of a vchicle modcl derived from first principles. Instead of a classic model bascd approach,
wc developed a modified design, which stabilizes the filter against mismodeling effects.

In this chapter, the model design and the filter design are illustrated.

2.1 Vehicle model

The original concept of Extended Kalman filtering is to predict the state of thc system by means of some
model and to correct this prediction via measurements [7]. This concept cannot always be followed since
sometimes a good prediction of the vehicle motion is difficult to achieve.

One approach is to make a low-dynamics assumption. In this case the equation of motion consists of the
integration of Newton's second law and it is assumed that neither thc vclocity nor the 1umn rate changes with

time. The next step is the use of heuristic models. In this case, aspects of the whole dynamics are modeled [8].
For example, thc low-dynamics assumption is modified with a heuristic modcl of the influence of different flap

angles on the turn rate.
The consistent improvement of this idea is to come back to the original idca of Kalman filtering and use a

model dcrived from first principles. The system state of a vehicle is described by a 12-dimensional vector (1, v),
as follows: '

n=0,u,h0,0,y) 2.1)

v =_,v,w,p,q,r), (2.2)

I, 1, h are the position in latitude, longitude and height. The orientation is determined by the Euler angles
@,0, . Changes of these quantities are described by v within the body frame of the vehicle. The resulting

equation of motion of this vchicle is as follows [9]:
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Mv+CWwyw+Dvyw+gn)=r, (2.3)
where

M = inertia matrix (including added mass),

C(v) = matrix of Coriolis and centripetal terms (including added mass),

D(v) = damping matrix,

g(n) = vector of gravitational forces and moments,,

T = vector of control inputs.

The 6x6-matrices M, C, D combine two physical aspects. They consist of terms derived from the mechanics
of rigid bodies and terms approximating the hydrodynamic interactions between the body and the fluid. The
former can be measured very accurately and can be dcrived from first principles. The latter is only an
approximation of the complex hydrodynamic interactions. These values depend on both the state of the vehicle
and the state of the fluid. These values are approximated by some heuristic models supported by both
experimental and numerical measurements. We assume that we will have an average accuracy between 1% and
20% for the most common system and environmental states.

2.2 The stabilized model based Kalman filter (SMK)

Since the interaction between the fluid and the vehicle is very complex, it cannot be expected that such a
vehicle model will coincide with the real dynamics under all environmental conditions and in all maneuvers.

Hence, standard model based Kalman filters are expected to give rather poor performances.
Because the number of different system and environmental states is rather high, filter bank techniques [10-

11], where for each state a different Kalman filter is working, cannot be applied. Similar difficulties arise if one
uses H_-filters[12] or adds unknown paramctcrs into the Kalman filter [7], since the number of parameters is
also very high.

Another strategy would be the use of varying filter coefficients, i.e. under conditions in which the model and
reality coincide the model is given a higher statistical weighting. Unfortunately, this does not improve the
navigational accuracy [13]. Therefore, we developed a stabilized model based Kalman filter, which is fairly
robust against mismodeling effects.

Fig. 3 illustrates the stabilized model based Kalman filter (SMK) design. The SMK filter consists of two
Kalman filters: one Extended Kalman filter which estimates the system state X, and one Kalman filter which
estimates the error of the former &% . Since the dynamies model, whieh deseribes the motion of the vehiele,
needs information about the thruster, flaps, etc., these control parameters also enter the two filters.

The measurements of the sensor ensemble are split between these two filters into ; and z, to avoid
statistically dependent measurements. 2, is used to measure the difference of the estimate ¢ and the rcal state.

This difference corrects the prediction of the error Ox .

The basie eoneept of the SMK filter is to investigate the dynamics within the state space and the dynamies in
the tangent space in the vicinity of a specific state.

Consider the following system:

x= f(x,t), (2.4)

f models the dynamics of the state vector x(#)=(1,v) and corresponds to the vehicle model. The dynamics
within the tangent space is:
Sx = Féx, (2.5)

where 8 is an element of the tangent space at x and g — 9 (x) corresponds to the linearization of f at x.
ox

The dynamies of éx is :
| Sx(r) = Y (8x(r =0)| A, )e™, (2.6)

where A are the eigenvalues and A the eigenvectors of F. (c‘ir(t =0)|A,> are the projections of the initial

condition on each eigenvector. The dynamics of dx is dominated by the dynamics in the subspace of the
eigenvectors with the highest eigenvalues. These eigenspaces do not change very much for small variations of f
if these changes do not imply a drastic change of the topology of the phase space. Hence, if the phase space of
the model f has a structure similar to that of the phase space of the rcal dynamics, i.e. only slight variations of
some parameters exist, the dynamics within the tangent space will be fairly similar.

The equations for the Extended Kalman filter, estimating the systcm state, are as follows [7]:
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= f(x,)+w, w~N(0,Q),

z=h(x,)+u, u~N(O,R). 2.7)
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Fig. 3: Illustration of the SMK filter design. This filter consists of two Kalman filters: the boxed filter estimates the state, and
the second filter estimates the error of the boxed filter. The available measurements are split between these two filters to
guarantee statistically independent measurements

f models the dynamics of the state vector x(t). 1 is the model of measurements z. w and u are the zero-mean
Gaussian white system and measurement noise. The Extended Kalman filter calculates the best estimation of the
state X and its covariance P:.

= f())+ PH R (2 - h(®)),

P=FP+PF"+Q-PH'R'HP, (2.8)
with the local linearizations g = ()| and H= Oh(x)
ox x=id4 dx x=i4

The model of the error state filter is as follows:

ox=Fox+ws, wy;~N(0,Q;),
25 =h(0x) +uz, us ~ N(O,Ry). 2.9

The filter equations for this second filter are:
8% = FO% + PHy R, (z, — % — H6%)),

P, =FP,+P,FT +Q, - P,H, R,"H,P,. (2.10)

The error state filter benefits from two effects. Firstly it benefits from the low changes of the dynamics
within the tangent space, and secondly the term (, - - H,&t)) stabilizes the filter additionally, since the
measurement of thc system error is a combination of mismodeling and noise mcasurements.

The coupling between these two filters can be highly closed. In this case one can formulate the whole
problem within one pair of filter equations. However, we prefer a loose coupling. While the external output of
the filter is always X + OX , the internal updates are only performed at intervals.

Fig. 4 illustrates these updates. In this figure the hydrodynamic coefficients had an average accuracy of about
50%. The dotted line shows the error of the state filter. The other line shows the output of the SMK fiiter.

Between the updates the error of the state filter grows rapidly, while the error of X+ % grows less fast. Note
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that if the error of the state filter grows too fast, the assumption made in eq. 2.9, i.e. that OX is only a small
deviation of the real state, no longer holds, and the error state filter might destabilize the state filter.
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Fig. 4. Influence of the error state filter in the case of mismodeling. The dotted line corresponds to the position error of the
state filter. The other linc includcs the corrections made by the error state filter

3. Application

In this chapter, the overall pcrformance of the SMK will be discussed. The vehicle is equipped with the
sensor ensemble described in Table 1. The vehiele dives performing a spiral turn until it reaches a depth of about
400 m. Then at 1=0.4 h it starts to perform a line survey until t=3.6 h, where it spirals up to reach the surfacc.
Henee, the first part and the last part of the mission consist of a system state presumably diffieult to model, and a
middle part which is quite simplc to modcl. So far, no controlling algorithms have entered the vehiclc
simulation. Therefore, no corrections are made if the current forces the vehiele to leave its original traek. In this
simutlation. the current has a random spatial and temporal modulation. Its average velocity is about 2.5 m/s.

We investigate ideal conditions. In this case, all sensor inputs except the GPS after the start of the diving
phase are available; in particular, the DVL works both in water track and in bottom track, and the velocity with

respeet to water and earth ean be measured. We assume a relative accuracy of the hydrodynamic coefficients of
about 20%. During the line survey, at t=0.58 h all sensors failed for 10 seconds.

3.1. SMK filter with a vehicle model

In this section, we investigate the behavior of the SMK filter if a vehicle model is installed in the predictor.
Fig. 5 shows the position error of the SMK with a vehicle model. The dotted lines are the covariance of the error.
During the diving phase, the position error oscillates. This oseillation has its origin in the mismodeling of the
hydrodynamic cocfficients. Sincc these coefficients change the distribution of masses. the tum rate differs from
the real one. During the line survey, only a few hydrodynamie eoefficients have an influenee on the vehicle
behavior. Hence. the error incrcases quite slowly between t=0.4 h and t=3.6 h, where the vehicle starts with
another spiral to reach the surface. During this line survey, the error growth is less than 0.5 m/h.

The covariance of the position error shown in Fig. 5 differs from the real value of the position error. This
difference originates from the mismodeling effects. Since the measurements have no influence on the covariance
of the error filter and the state filter, the only compensation being performed originates from the robustness of
eigenvectors and eigenvalues within the tangent space. This implies that during the spiral dive of the vehicle the
evolution of the covariancc did not follow up the evolution of the true covariance, but during the line survey,
where vehicle model dynamies and real dynamies eoincide quite well. the eovariance of the filter follows up the
true values.

During the phase when all sensors fail. the covariance and also the error make a single jump. Without the
support of some sensors, the mismodeling cannot be compensated. and thercfore the error grows rapidly. If the
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hydrodynamic coefficients correspond to the real values, this effect is less significant. In Fig. 6 the performance
of the SMK filter is shown, with the hydrodynamic coefficients being equal to the real values. In this case, the
covariance follows the observed errors rather more and the jump is less significant. However, since the current
has not been modeled accurately, the performance is not perfect. There is still a position error of about 0.25 m/h.
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Fig. 5. Performance of the SMK with vehicle model. The average accuracy of the hydrodynamic coefficients is about 20%.
The sensor ensemble is working under ideal conditions, i.e. the DVL is working in water track and bottom track mode. At
t=0.58 h, all sensors fail for 10 seconds
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Fig. 6. Performance of the SMK filter with a “perfect” vehicle model. In this case the hydrodynamic coefficients correspond
to the real values. The gray lines are the errors of the state filter without compensation. At t=0.58 h, all sensors fail for ten
seconds

3.2. SMK filter with a low-dynamics assumption

A simple approach to improve the overall performance of the SMK filter during complex maneuvers is the
complementary use of a vehicle model and a low-dynamics assumption. In the latter case it is assumed that v
does not change with time. With this assumption, the filter performance does not depend on the maneuver of the
vehicle. This can be seen in Fig. 7. The error growth corresponds to a random walk, i.e. the covariance increases
with the square root of time. During the diving phase, the error does not oscillate, but increases to 2 m. During
the sensor malfunction at t=0.58 h, the error increases more than in the model-supported case, even if the
hydrodynamic coefficients are not determined accurately.

During the whole mission the error growth follows the expected behavior of a random walk with a higher
diffusion rate than in the model-supported case. Hence, the performance of the SMK filter without a vehicle
model is less accurate for a long-term survey than the SMK filter with a vehicle model.
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Fig. 7. Performance of the SMK filter replacing the vehicle model with a low-dynamies assumption. During the spiral dives
at t<0.4 h and t>3.6 h. the error increase is less fast than in the model-supported case shown in Fig. 5

Conclusions

The design of the stabilized model based Kalman filter (SMK) has been presented. The SMK TIilter consists
of two Extended Kalman filters, one estimating the system state and the other estimating the error of the former
filter. This filter design is quite stable against mismodeling effects. The basic idea is that the dynamics within the
tangent space is less sensitive against mismodeling effects than the dynamics within the phase space.
Furthermore, the sensor ensemble used for the error state filter measures the deviation of the state filter, ignoring
its origin.

There are still some open questions not investigated so far. For instance, the coupling between the state filter
and the error state filter can be realized in different ways. It can be either elosed or loose. In the former case one
ean represent the two filters as one. In the latter case, two additional degrees of freedom exist - the update rate
and the correction method, beeause the correction of the state and of its eovariance is not obvious.

While the stabilization of the positioning data works quite well, the behavior of the covariance is still not
well stabilized. sinee both the eovariance of the state filter and the covarianee of the error state filter have the
same propagator and they are not compensated by means of measurements.

This SMK filter is used to improve the navigation of the autonomous underwater vehiele "DeepC". First
simulations show that, under ideal conditions, the performance of the SMK Tilter using a vehicle model is better
than that of common inertial navigation methods. The error growth during long-term surveying is smaller than
the error growth of a navigation filter without a vehicle model, and its “symmetrical” design allows quite a fault-
tolerant navigation system for long-term underwater survey missions.
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RKF BASED INTEGRATED RADIO/INS ALTIMETER *
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Abstract.
Key words: integrated navigation, robust Kalman filter, altimeter, accuracy

In this study. the integrated navigation system, consisting of radio and INS altimeters, is prescuted. INS aud the radio
altimeter have different benefits and drawbaceks. The reason for integrating these two navigators is mainly to combine the
best features, and eliminate the shortcomings. At the next step of the study, in case of abnormal measurements, the
perforniance of the integraied system is examined. The optimal Kalman filter reacis with abnornal estimates 1o this situation
as expected. To recover such a possible malfunctioning, the Robust Kalman Filter algorithm is suggested.

The core task of this study is to combine two different navigation sourees with the use of Kalman filter. In
fact, the main task for any kind of navigation study is to fight with the disadvantages of a navigation equipment.
thus to increase correctness and reliability. By integrating Radio and INS altimeters, the objective is to benefit
from the advantages of both of the systems, while eliminating the shortcomings. The presented integrated
Radio-INS altimeter contains the following components:INS altimeter; Radio altimeter; Data (central)
processing unit; Display (avionies users). The main souree of altitude data is INS, and the radio altimeter acts as
a correcting element supporting the Kalman filter for estimations. By the use of the data processing unit, radio
altimeter output is transformed to the main coordinate system of the aireraft navigation and control. When this
condition is set, the real altitude value at the Kalman filter input will be eompensated, and the input signal will
be designated as the difference between the altitude measurements of the two sources.

r(t):H,(t)—HR(t)=(HK(1)+AH,(t))—(Hg(t)+AHR(1))=AH,(t)—AHR(t). (1)

In the expression (1), H, () and H (1) are the altitude measurements of INS and radio altimeter,
AH (1) and AH (1) are the measurement errors of the two sources respectively. H , (1) is the real altitude

value.

In this integrated system, INS is the main error source and a severe error of measurement, increasing by time.
The mathematical models of the INS and the radio altimeter given in this study are first or second order

stochastie Markov processes [1]. The model parameters are estimated by the use of the Kalman filter. The filter

will give the optimum (estimated) value of the INS crror Aﬁ, (1), in the condition where the standard error is
minimized.

Finally, the estimated value of error AH , (1) is subtracted from the altitude measurement of the INS

~

H, =H,)—AH,(1). (2)

int

The calculated altitude value 1s the output of the integrated system, and it would be used for navigation and
control purposes [2,3]). :

One of the most important improvements of the integrated radio altimeter is that, a dynamic error of
measured altitude is not generated. As this is an open loop system for the measured altitude, the filter will not
limit the operation rate of the navigators. For this reason, the radio-INS altimeter will have outstanding dynamic
character like a stand-alone INS.Another important feature'is that, an in-flight failure at the Kalman filter will
not result in a whole system breakdown. In such a case, when the Kalman block at the integrated system fails,
the INS measurements could be used without corrections for a certain period of operation.

* D.Sc.. Professor.
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The elements of the statc veetor X (k). arc the measurement error eomponents. where the open form of
the veetor is depicted in the following expression.

X"(k)=[aH, (k) aw.(k) aa (k) Ag(k) aH (k). 3)

These terms in (3) are the main four error parameters of the INS altimeter, whieh are the error of finding the
altitude AH, (1\) vertical speed AW, (1\) aeceleration Aa. (1\) and gravitational aceeleration Ag(k): and

the altitude finding error of the radio altimeter AH , (k).

In ease of a failure at the measurement c¢hannel of a system, a robust Kalman filter is developed to eonsider,
and take action against these measurement errors. Tthe following suboptimal filtcr algorithm is proposed [4].:

X(k/k)y=Xkik =D+ p/k)KE)AK). (4)

Here. K(k) - gain matrix of the Kalman filter .A(k)- innovation sequence. p(1/k) - a posteriori
probability of the normal operation of the measurement ehannel at the k time step. When p(1/k) =1, this
filter will be exactly same with the optimal Kalman filtcr, but when p(1/k) =0, it disregards the new

measurements, acting as an extrapolator.At the abnormal measurement eonditions, when there becomes a failure
at the measurement ehannel, p(1/k) will be equal to 0. This time, the Kalman filter will disregard the new

measurements and consider extrapolation valucs for the output vector.

The results were quite satisfactory in the simulation of the integrated system equipped with the optimal
Kalman filter (OKF) without abnormal measurements. In all altimeter parameters, Kalman estimations wcre
able to eatch the model values, and this tendeney was kept until the last iteration. As the estimations are correet,
the integrated system error is Kept around zero through the simulation. That is one of the goals of this study, as
the system crror has been stabilized, thus the drifting character of the INS error has been eliminated. Abnormal
measurements are implemented into 100", 200", 300", and 400™ iterations. The optimal Kalman filter reacts with
abnormal estimates to this situation as it is expected.

The results of the Robust Algorithm simulation were almost perfect, as the system was sueeessful to get rid
of the measurement failures. and it produeed aceeptable estimations. In this case estimations did not divert from
the model value, as observed in Figure 1. In this figure, the solid and dotted lines stand for INS and integrated
system errors respeetively. Figure 2 is the combined graph of altitude error. model (solid line) and estimated
(dotted line), in Robust Algorithm simulation. The success of this robust algorithm could again be concluded on

this graph.
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TV the compensation of biascs of low cost angular rate and acceleration sensors is one of the most important
problems, bccausc biases of these sensors (FOG, micro-mechanical gyros and acceleromcters, etc.) arc
essentially large. These biascs not only deteriorate thc accuracy of navigation, but also adversely influence the
steady state accuracy of flight control system [5]. That is why dcvclopment of simple and reliable fusion
algorithms is one of the objcctives of this paper. In accordance with modern theoretical strcam flow [6] the main
mcthod for incrcasing Kalman filter convergence and accuracy is the factorization of covariancc matrices, which
we would call as finding generalized CholesKy factors. In this paper QR — factorization was uscd for
determination of these factors [1]. In comparison with traditional algorithms [7] this onc is usimg factorization of
thc matrices of smaller sizes. It is necessary 1o note also, that this factorization is vcry simplc and reliable for
practical implementation in inexpensive airborne computers.

In this connection the possibility of compensation of systematic sensors’ errors using extended Kalman filter
is discusscd. This filter i1s similar to [8], in which 6 variables of systematic errors of rate gyros and
acceleromcters are included besides obligatory errors of attitudc, position and velocity. Note that results of
‘GPS+INS fusion filter simulation for systems allowing neglecting of systematic sensors’ errors are presented in

[. :
3. Simulation results

Results of simulation of INS/GPS integrated system are presented below for estimation of ability to
compensate systematic errors using EKF. Likewise the example in [1] it is supposed, that the vehicle is moving
along the circlc in horizontal plane with period T=300 sec and velocity 60 m/sec. Its attitude during the process
of motion is determined by the following time variations of Euler angles y,%,¢ (precession, nutation, pure

; 2m : T . , » .
rotation): y = ¢ 3 ;0 =03sin(10y) ;¥ = Ch Variances of rate gyros’ and accelerometers’ errors (for each axis)

are equal 60 angular sec/sec and 0.01 m/sec’ respectively. Systematic errors were generated by random number
gencrator and were accepted as follows (with respect to x, y, z-axes): for accelerometers -0.025, -0.014, -0.02
m/sec’ and for rate gyros

94, -56, 22 angular sec/sec. Sampling frequency is equal 20 Hz (for INS) and 0.5 Hz (for GPS). It was supposed
that at the initial moment the errors of position and velocity determination are absent, attitude determination
errors (values of small turns about axes x, y, z ) being aceepted as 2000, -2000, 2000 angular sec. Also it was
supposed that GPS system provides the following r.m.s. magnitudes of velocity and position determination: 0.1
m/sec, 50 m. Simulation rcsults are represented at Fig. a-d.

Errors of attitude A (arc sec) Errors of position (m)
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E
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It is necessary to underline the efficiency of proposed algorithms. because it can compensate the
accclerometers’ errors (see Fig.1d). which (as it is stated in [8]), are practically unobservable.

Conclusions

1. Usage of elementary un-normalized quaternion (1.1) permits to acquire acceptable accuracy of
navigation and simultaneously simplify rotational mechanization algorithim.

2. Usage QR-factorization of covariance matrices permits to produce simple and effective Kalman
filtering procedure.

3. Simulation of the Kalman filtering fusion algorithm proves its efficicncy, because it can compensate
sensors’ including biases of accelerometers.
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Abstract
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The method and results of experimental research of integrational navigation inertial-satellite system based on low-
precision inertial sensors and GPS are described. This system as a component of the interpipeline inspection pig (11P) was
applied for underground main pipeline (MP) tracing with simultaneous defect searching and location.

Introduction

Now strapdown incrtial systems of orientation and navigation (SISON) are widely applied in 1IP for the
positioning of MP lines. In this work, the algorithms of functioning are developed and results of expcrimental
research of SISON’s operation for determining of space models of underground lines on the base of three fiber-
optical gyros (FOG) typc BI'-910, three sensors of linear accelerations (SLA) type JJIYMM-3, completing with
GPS and odometer, mechanically uniting with case of moving object. During the experimental rescarch it is
found that developed algorithms of SISON’s functioning allow its to estimatc and successfully corrcct the
systematic components of speed of drifts of gyroscopes this fact ensures precisions of solution of orientation and
navigation’s task and in total the space model of passing line even under using of gyroscopes and accelcrometers
with errors 50%h and 3-107g.

Non stability of spced drifts gyroscopes owing to change of temperature and other facts limit the time of work
of analogical system in autonomous regime and thus leads to the necessity of organization of correction from the
sources of noninertial information.

The signals of GPS are inaccessible for 11P that’s why the correction is introduccd for the reaper points MP in
which there is the exit on the Earth’s surface.

System operation

After placing of interpipe inspectional pig in camera of start up ts endured tn immovable state during T, for
guarantec of initial exposition of system with data processing and than pass it by inspectional plot noting undcr
direction of board processor on flash-memory the current value of system’s time and specific forces, angular
vclocity, passing distance, temperature inside of block of incrtial sensor and also of signals of other sensors
supporting MP’s fault detection. After extraction of pig from receiving camera the information is rewritten in
stationary computer where the processing of written signals of IIP sensors with the finding of reper points MP

coordinates determincd by GPS signal. For this moment the information about azimuth ¥, angle and

coordinates camera of start up (m=0), and than reper points (m=1,2,... running number of reper points) is
introduced in stationary computer.
At the initial stage of SISON (r€ [rg,fo +Tg]) exposition in camera of start up by signals FOG, the values of

w,; are determined the values of zcro’s shift

1g+Tp =
w? =—  [@yudn (i=13), b
X TB h
0

and then their compensation in FOG’s signals with finding of angular velocity of Earth’s rotation is produced.

Then the values of projcction of accelcrations of force of gravity are calculated, and the angles of 1P (1, 2]
orientation arc defined by correcting Eiler cquations.

During the pass of pig by repcr point the capture of values of parameters of orientation and drift SISON
velocities ts produced. By running values of parameter’s orientation W, 6,y the matrix of directional is formed

Dr.Prof. chief of Chair of Instrument Making (SSTU).
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cosine A whose elements are used for update odometer’s signal about increment of count of way passed for
time in horizontal system of coordinatcs OF,(:(5:

A?lk A ka ‘ka—l
BL; =4 ®© =il ()
AClk 0

where k is the number of time calculations from the moment of pig pass by next reper point. Then the calculation
of values of Cartesian coordinates of pig carried out:

L=l leSar, . =10 3)
k=1

In moment t=tm of pass of pig by next reper point carried out the capture of values of Cartesian coordinates of
pig and also of running values is done, and the values of Cartesian coordinates are read from memory of

computer and of azimuth of pipeline \y:,, for this reper point.

On the base of receiving parameters for given reper point the calculation of difference of geodetics coordinates
is carried out and determined with GPS add.

ALF=0 T, =1 “4)

Then azimuth angles are calculated by increment of coordinates between two last reper point. After that non-

compensational systematic component of azimuthal drift of block FOG and systematical error of determination

of pitch’s angle stipulated by zero signal and by inaccuracy of exposition of length accelerometer are definited.

As a result are introduced the corrections in estimation of azimuth drift of block FOG and removal of zero length
SLA:

(.O\ou[m] = (D\Ou [m-11- Aw{’u, Wilml=Wilm-11-g A8. 5
Precision estimations of Cartesian coordinates El, §2,§3 of parameters orientation are derived as exit of
system information.

Results

Experimental type of navigation-topographie IIP on base IPP «JICY-1200» in May of 2000 year was passed by
main pipeline (50 km) twice: at first-with mean velocity more than 3 m/s, at second time with mean velocity
more than 4 m/s. In accessible places of this part of gas-main coordinates of 9 reper points were definited with
add of transducer GPS “Magniscan”.

The result of positioning are presented in fig.1 ,where reper points are marked by cireles.

Increment of spacing interval on a latitude, m

40000 —— e nap e

-50000 -40000 -30000 -20000 -10000 0

Increment of spacing interval on a longitude. m

Fig.1. Phase of trajectory of main pipeline
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During natural testing trials, the sensor signals in board computer were fixed with frequency 100 Hz by 12
digital ADC. In composition of odometer’s channel is realized the buffer apparatus-counter of pulse of odometer
with update |1 cm. So, on each tact of interrogation of odometer’s canal was written the passed IPP distance from
start up camera in memory of board computer. The notice of indicated signals was realized during all time of 11P
moving.

Results of processing of system SISON odometer ~-GPS information shows that:

1) the algorithms of functioning under interrogation’s frequency of sensor 100 Hz are stable, fast-operating
activity, providing the acceptable precision of positioning;

2) application of non differential GPS and odometer allowed to minimize the error of positioning by
comparison with application of autonomous SISON approximately two orders (variable components of angular
velocities of drifts FOG 15-45%h, shifts of accelerometers 3.107 g) in form value for 20-30% exceeding the
GPS error.
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Abstract
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This work presents an approximate iterative upproach for image reconstruction from inverse synthetic aperture radar
(ISAR) data. Mathematical models of the quadrature components of the ISAR signal, reflected by an object with a complex

geometry, are devised. Approximation matrix functions are nsed to describe linear frequency modnlated deterministic signaly
reflected by point scatterers located ar nodes of the nniform grid (model) during inverse aperture syntliesis. Mininuun mean
square error (MMSE) equations is derived. To prove the validity and correciess of the developed iterative MMSE imethod,
numerical experiments were performed. The computational results demonstrate high-resolution immages, unambignous and
convergent estimates of the point scatterers' intensities of a target from simnlated ISAR data.

1. Introduction and Background

The inverse aperture synthesis is a proccss of registering the complex amplitude of a complex trajectory
signal from a moving target. The target image described as a spatial distribution of the object reflectivity
function can be retrieved from the complex trajeetory signal by applying eorrelation and speetral techniques.
high resolution joint time-frequency transforms, such as the short-time Fourier transform and bilinear transform,
such as the Wigncr-Ville distribution [1,2]. The traditional tools for target imaging from ISAR data are
correlation and fast Fourier transform (FFT) procedures [3]. As it is known to yield high resolution the
correlation and FFT procedures require large ISAR length.

In this paper new ISAR image reconstruction technique, called the iterative minimum mean square error
(MMSE) method is presented. This method ean eope with a small inverse synthetic aperture data set and yicld a
high-resolution image. This paper deals with the approximate iterative MMSE image restoration method from
ISAR darta. received by the rectilinear motion of the target, illuminated by linear frequency modulated

transmitted (LFM) signal. The itcrative proeedure requires approximation funetions. Thus, the main objeetives
of the prescnt work are to reveal the composition of these functions in linear approximation and to devclop

ISAR image reconstruction method for iterative quasi-linear estimation of invariant vector geometrical
parameters of the complex amplitude of the trajectory LFM ISAR signal.

2. ISAR Geometry

The object presented as an assembly of point scatterers is detected in a 2-D object’s space in a form of a grid
of reference points, which is deseribed in the 2-D Cartesian coordinate system O'XY. The objcct’s space is
moving rectilinearly with a constant vector velocity V in the 2-D Cartesian coordinate system Oxy. Point O'(0)
is the location of the coordinate systcm O' XY at the moment p = N /2, which corresponds to thc middle of the

ISAR length; point O'( p) is the location of the coordinate system O' XY at the Pth moment.
i
The range vector R,-j (p)= [xij (p), ¥ (p)] from ISAR placed in the origin of the coordinate system Oxy to
the [] th reference point of the object at the pth moment is defined by the vector equation [4)

N
R,.j(p)=Rm(0)+V(?—p]TF+AR,-j, ()
T *e
where R;; = [X,j ; Y,-j] is the geometric distanee veetor of the ] th rcferenee point in coordinate system O' XV

r 7
V= [V_r .V_\,] is thc vector velocity of the objcct: Ry, (0) = [.\'00(0). _\-00(0)] is the range vector to the object’s

cos( s
gecometric center, point O'(0), in the coordinate system Oxy at the moment p=N/2; A= is

-sing cosQ
the transformation matrix; ¢ is thc angle betwcen the eoordinatc axes Ox and O' X X,~j =i(AX) and

Y, = j(AY) are the disercte eoordinates of ij th rcference point; AX and AY arc thc dimensions of the 2-D grid

cell on the coordinate axes O' X and O'Y respectively, i = 1,/ is the number of the reference point on the axis

* Prof. Dr. Sc.



O' X, j=1,/ is the number of the reference point on the axis O'Y, [ 1s the full number of the reference points

placed on the axis O' X in the object space, J is the full number of the reference points placed on the axis O'Y
in the object space.

3. Modeling deterministic Components of ISAR signal

The ISAR signal return is an additive sum of a deterministic component S(p.k) and zero mean complex
Gaussian noise n(p,k), ie. f(p,k)'—-S’(p.k)+ix(p,k). The deterministic complex component of the LFM

ISAR signal can be written as

. (I —I[J(l))) b 2
S(p. 5= ??(gjrect{T}exp{—j[w(t - tij(p)) +b(t - 1;(p)) ]} (2)
t=Lp)
i ’ij s T <1

where rect ; «;; 1s the reflection coefficient (intensity) of the point scatterer of the

’-’ij(P)> | 4

]

object space. In common case the parameter a;; is random value with mathematical expectation of the intensity

of the target point scatterers (TU >d, and for all the rest point scatterers from the object space a; <d, d 1s the
threshold of signal detection (noise level); @) is the signal angular frequency, C is the light speed, b=nAF /T is
the LFM rate, T is the time duration of a LFM pulse, AF is the bandwidth of the transmitted pulse;

t=tl-jmin(p)+(k—l)AT, k=1,K+ L is thc sample number of a LFM pulse, K=T/AT is thc number of

samples of the LFM pulse, L is the normalized time dimension of the object. The expressions (1) and (2) can be
used for modeling the ISAR signal return in case the object is moving on rectilinear trajectory in 2-D coordinate
system.

4. MMSE Iterative ISAR Image reconstruction Procedure

5 1
The vector estimates of the invariant gcomctric parameters, A =[d”,...('zlj...('zu] with dimension

[Ix J;1] can be extracted from ISAR data by implementing the iterative MMSE procedure (5]

A=y +8, 3)

where A , is the vector of mean square errors of the estimated parameters and has dimension [/ x J;1]; 7 is the
iteration number. The vector A ; is given by

B =[BTPB]_]BTPA§. 4)

Matrix P is diagonal with dimensions [2(N X K);2(N X K)], its terms being the squared reciprocals of the

standard deviations of the measured return values, §c(p,k) and §S(p,k). The veetor A‘; is the differenee

between the measured quadrature components of the return signal (10) and the eorresponding approximation
functions, has dimensions [2(/N x K),1], and is given by

= = T
Ag =[§c(p,k)-Sc(p,k;/l);és(p,k)-ss(p,k:l)} ; (5)
where Sc(p,k;/{) and Ss(p,k;/f) are the approximation quadrature vector functions, defined by the expression
(3), replacing aj with its estimate dijv and model the ISAR signal, refleeted by two-dimensional regular grid of

point scatterers. The grid moves with the same dynamie parameters as the observed object.

. T . ) :
The matrix B= [bc,bx] has dimensions [2(N X K); I x J]. Each element of the quadrature submatrices b,
and b, consist of the coefficients of the linear terms of the Taylor's expansion of the quadrature approximation
functions in the domain of the invariant parameters ean be ealeulated as follows
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= 3 2
b(cp—l)K-f'l\.(l‘l)j‘f'j =%C(p.k,i)/aau =C0{w(f—flj)+b(f—flj> ]. (6)
. a5

=\ a5 3 2
b oKk gi-nI+] J(p‘k:/l)/aa"f = S'r{w('_'ii)+b('_'ii) ]

5. Numerical experiment

To substantiate the properties of the developed 2-D model of LFM ISAR trajectory signal and to verify the
correctness of developed MMSE image reconstruction procedure a numerical experiment was carried out. It is
assumed that the target is moving rectilinearly in a 2-D observation Cartesian coordinate system Oxy and is

detected in 2-D coordinate system O'XY. The trajectory parameters are V=600 m/s. @ =1,
¢ =0,x0(0)=0 m, yp,(0)=1000 m. The ISAR parameters are: T, =107 5, T=10" 5. f =10 Hz,

= i
A=310"2 m, AT = ~ 5 OF = 10° Hz, b=628.10", N =128, K = 128. Geometrical parameters of the ISAR

signal are AX=AY=1 m, =15 and J =18, intensities of the point scatterers placed on the target are
a;; =001, intensities of the point scatterers placed out of the target are a;; =0001. The initial values of the

intensities of point scatterer of the geometrical model in the form of regular grid before starting MMSE image
reconstruction procedure are a; = 0001. The complex values of the additive noise n(p,k) are modeled by

standard procedure by signal to noise ratio equal to 10 dB.

(a) (b)

Fig. 1. Three images of the aircraft obtained after r =3 (a), r =7 (b), and
r=9 (c) iteration of the MMSE procedure

6. Conclusion

In the proposed work 2-D ISAR geometry and an ISAR signal model with linear frequency modulation are
presented. An image reconstruction procedure grounded on the minimum mean square error estimation of
invariant geometrical parameters of the ISAR complex amphtude is implemented. A complex approximation
function describing LFM ISAR signal reflected from the regular grid of isotropic point scatterers is constructed.
Numerical experiment carried out over simulated ISAR data proves the correctness of the theoretical analysis.
mathematical models and consistency of the iterative proccdure. The computational results demonstrate high-

speed convergence of the algorithm, and no great number of iterations (5-10) is needed to obtain satisfactory
images of the aircraft.
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Applications providing support for mobile users (pedestrians) are becoming more and more important in a lot of different
situations. People using litlle digital helpers are able 1o access information wherever they are, e.g. naviganon information or
information about the next store, etc.

The poster will show two locanon-based applications and functionality aspects for user support. especially for use in urban
areas. As the position is an important requirement for location based applications, also some techniques will be pointed out.
Different to systems for car navigation, pedestrians also want to access on information about surrounding objects, e.g. build-
ings, while walking. Therefore applications and sensors for positioning have to support the pedestrian in a different way.

1 Introduction

Mobile information services can be subdivided into two categories, depending on the way information access
is controlled: Usual information services that access on information without regarding the uscrs current location
and so-called location-based services (LBS), which use the location information as one of thc most important
parameters. NEXUS, which is a project currently being carried out at the University of Stuttgart, aims at the de-
velopment of a generic platform that supports users regarding their current position. For LBS solutions not only
data are relevant, also the provision of location information is an important prerequisite. Beside GPS and GSM,
also hybrid methods exist which offcr the possibility to use images for the positioning process. Since not only
the position of the user is of interest but also that of real world objects, the solution of using images can provide
also the location information of them.

2 Applications for Mobhile User Support

Based on the prototype of the NEXUS platform two applications have been developed, which demonstrate
some functionalitics. The CityNav application includes some features in order to offer an easier map handling
and an automated access on object information [Klinger 2000]. It includes a user interface and the telepointing
functionality, which offers the possibility to access information about objects by pointing at them. Since the mo-
bile device is cquipped with a differential GPS recciver and a digital compass the position and direction a user is
looking in can be superimposed with map information. The line of sight can be drawn into the map. Due to inac-
curacies of the digital compass and the GPS receiver a triangle has to be constructed that represents the toler-
ance, in which the line of sight can actually be. By intersecting the triangle with the gcometry of other object
classes represented within the map, an identification of the objects a user is looking at can be realised.

The second application uses virtual objects, so-called Virtual Information Towers (VITs), as metaphors to
structure information spatially [Lconhardi 00). The VITs arc an electronic equivalent to real-world advertising
columns. VITs have a certain geographical position and a given range of visibility attached to it. They host in-
formation and services that are relevant at the given location [Volz 00]. A mobile user has access to the informa-
tion on all the VITs that are “visible™ from his current position. Moving through an area, the application selects
and displays those VITs. The current position of the user is detected by a differential GPS recciver and indicated
within the map. The application allows to browsc through the hierarchical content of the available VITs. Via the
VITs not only information stored within the NEXUS databases can be accessed, but also external resources like
web pages or digital librarics are accessible so that, for instance, information stored in the WWW can be as-
signed to a geographical position or area, respectively.

3 Positioning Methods for LBS

Within the field of information services two main classcs cxist, as illustrated in the introduction. In case of
location-based services the position information is one of the most important parameters. When LBS are de-
scribed everybody has in mind small digital helpers that run different applications. As digital hclpers arc small,
also positioning tools should be wearable, too. Of course it is not essential in case of a prototype, but the tech-
nology must offer the possibility to be minimiscd in future. In case of proprictary solutions often GPS technol-

ogy or positioning techniques using the GSM infrastructure are recommended. In GSM Networks different ap-
proaches exist to computc position information depending on wave propagation between GSM device and re-
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ceiver antennas. But not only the availability of position information is essential in case of LBS, in the same way
also its accuracy is ol interest. Some applications are only possible if position accuracy is high, e.g. if the mobile
user want to access on object bascd information that depends on his current position. The major functionality of
positioning sensors can be divided into two categories: self-positioning and remote positioning. In sclf-
positioning, the objects thcmselves determine where they are. Positioning receivers are able to make the appro-
priatc signal mcasurements from geographically distributed transmitters and use these mcasurements to deter-
mine their own position. As an example. GPS is a sclf-positioning system. In remotc positioning systems, rc-
ccivers at onc or morc locations mcasure a signal originating from. or reflecting off, the object to be positioned.
The use of GSM for determining the position can be classified as remote positioning.

In case of NEXUS. not only approved technology for positioning is of interest, but also new approaches are
considcred. One approach is the use of images and landmarks to provide positions of the mobile user or that of
objects. It is of interest because this is also the way how people do their positioning. With the help of a small
camecra. a part of the cnvironment the user is located at is captured. The idca is, that any captured imagc only can
be provided from one special position or orientation, respectively. Using image analysis techniques, a geometric
model (3D-model) of the environment and spatial resection, the coordinates of the camera could be processed.

Since users will move both outdoor and indoor, the advantage of this method is the usability for positioning in
both areas.

3.1 Hybrid Positioning Systems

As described before different methods for positioning cxist. Hybrid location systems combine technology in
a way that allows the strengths of one to compensate for the weakness of the other to provide a more reliable and
robust location solution. In the chapter before the use of digital camera systems was mentioned as a method for
position estimation. Within the field of close range photogrammetry this technique is well known, whereas the
idea is relatively new to use it as a hybrid sysiem within the LBS sector. To delimit to close range photogram-
metry the approach in context to LBS is called mobile photogrammetry. It combines conventional systems for
navigation and a digital camera to improve positioning. In addition to technical equipment the use of mobile
photogrammitry also requires a model of the environment, to be able to compute position information. As a
model. e.g. a highly detailed 3D city model or a more abstract one can be used, depending on the required accu-
racy of location information. In case of NEXUS, a 3D representation of the city of Stuttgart is available, contain-
ing highly detailed geometrical information about the buildings. The prototype sensory for mobile photogram-
metry consists of several devices combined into one tool. In addition to images the device also collects the ap-
proximate orientation by means of a digital compass and the position using a differcntial GPS receiver. The hy-
brid system allows to combine GPS measurements and further information. In case of mobile photogrammetry
images. a eity mode! and compass measurements are eombined within a spatial rescction algorithm [Klinee O1].

4 Conclusion

The NEXUs concept focuses on the development of a global platform in order to support different kinds of lo-
cation-based applications. It is intcnded 1o faeilitate the aeeess to required serviees and information by means of

the infrastructure. As a prerequisite for the realization of location-based applications, the position of the users
has to be known. For somc applications a high accuracy of loeation information is required. It can be derived by

hybrid positioning. So far, some prototypical implementations of NEXUS-based applications are available which
are demonstrating basie features. Ongoing work is aimed at integrating further scrviees of the platform like Geo-
Cast or Spatial E<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>